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Executive Summary 

Vulnerability disclosure refers to the process of identifying, reporting and patching weaknesses of 
software, hardware or services that can be exploited. The different actors within a vulnerability disclosure 
process are subject to a range of economic considerations and incentives that may influence their 
behaviour. These economic aspects of vulnerability disclosure are often overlooked and poorly 
understood, but may help explain why some vulnerabilities are disclosed responsibly while others are not. 
This study serves as a follow up to the 2015 ENISA Good Practice Guide on Vulnerability Disclosure1 and 
has the overarching objective to improve the understanding of the economics of vulnerability disclosure by 
providing a glimpse into the costs, incentives and impact related to discovering and disclosing 
vulnerabilities. This objective was pursued through a mixed-methods approach, which included desk 
research, literature review, case studies and expert interviews.  

Vulnerability disclosure takes place in a wider computing and information security ecosystem whose 
unique economic structures and incentives have direct economic effects on vulnerability disclosure. This 
extends to both the structure and parameters of the market for information security, as well as the nature 
of software and hardware vulnerabilities. This wider ecosystem is also subject to continuous change driven 
by technological development to which vulnerability disclosure must adapt and respond.  

Economic decisions taken in the vulnerability disclosure process largely depend on the particular incentives 
perceived by each actor at different stages of the process. There are four main actor groups within the 
vulnerability disclosure process: Users, Vendors, Finders and Coordinators. There are also several possible 
vulnerability disclosure options that actors can engage in, including full, limited or non-disclosure, which 
further influence the types of economic considerations and incentives that are present. Vulnerability 
disclosure actors are subject to economic incentives and motivations that may influence their behaviour at 
the individual and organisational level, as well as at the structural and normative levels. It is clear that 
economic incentives play a key role in vulnerability disclosure across all actors and processes, regardless of 
what type of vulnerability disclosure process is ultimately pursued.  

Many of the behaviours and incentives in vulnerability disclosure are also affected by both negative and 
positive external factors, which highlights that behaviour in vulnerability disclosure can be influenced and 
changed through different mechanisms. Structural levers, such as legislation or regulation, can be 
important policy tools to influence the behaviour of different vulnerability disclosure actors to achieve 
socially desirable security outcomes. Legislation and regulation may help offset some of the negative 
consequences of the economic features of the information security market.  

The two case studies of Meltdown/Spectre and EternalBlue featured in this report highlight the diversity 
found in vulnerability disclosure and illustrate the distinct, and potentially grave, differences between a 
coordinated vulnerability disclosure and a non-disclosure process. While both case studies showed the 
costs that vulnerabilities can incur, they also illustrated the cost savings that responsible disclosure can 
realise by reducing the exploitation of identified vulnerabilities.  

The prevalence of economics in vulnerability disclosure emphasises the importance of a well-developed 
understanding of the economic aspects of vulnerability disclosure and how these aspects may influence 
different processes and actor behaviour within them. However, currently there are research gaps in 

                                                           

1 See https://www.enisa.europa.eu/publications/vulnerability-disclosure (As of 31 October 2018). 

https://www.enisa.europa.eu/publications/vulnerability-disclosure
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certain areas of the research field that may impede a full understanding of the economics of vulnerability 
disclosure.  

Overall, the study has produced a number of key findings and recommendations:  

• First and foremost, the study shows the importance that vulnerability disclosure, particularly 
coordinated vulnerability disclosure, plays in modern society. Vulnerabilities in widely-used software and 
hardware can cause immense societal harm and it is necessary to have processes in place to adequately 
identify, report, receive, triage and mitigate vulnerabilities.  

• All actors involved in vulnerability disclosure should therefore recognise the importance of setting 
up and running appropriate and mutually beneficial structures that enables effective and efficient 
coordinated vulnerability disclosure to take place.   

• Industry that develop or manufacture products or services for the Internet or the global ICT 
ecosystem should seek to ensure the ability to receive good-faith vulnerability reports from the 
community and, as appropriate, mitigate them. 

• National governments should consider implementing a coordinated vulnerability disclosure policy 
and if appropriate, embark on a discussion of how to best approach a government disclosure decisions 
process. 

• Awareness raising and capacity building across all actor groups are key enablers for a well-
functioning vulnerability disclosure ecosystem and for actors to understand the economic incentives and 
behaviour of other parties involved. Providing actors with resources, good practice and voluntary 
standards are important tools to consider in promoting mutually beneficial and standardised behaviour. 

• There are also opportunities to improve finder wellbeing and the overall vulnerability disclosure 
ecosystem by ensuring safe harbour practices and legal safeguards for security researchers working in 
good-faith to identify and report vulnerabilities. 

• Lastly, the study recognises that vulnerability disclosure is one part of a larger information security 
ecosystem and encourages continuous efforts to improve the quality and security of software and 
hardware to reduce the number of vulnerabilities in deployment, as well as continuous investment in long-
term security research to identify and mitigate fundamental weaknesses such as design flaws or protocol 
vulnerabilities. 

The analysis presented in this report will be useful to all the key stakeholders involved or affected to some 
extent by a vulnerability disclosure in a software, hardware component or system, including researchers, 
consumers, vendors, vulnerability coordinators and brokers, regulators, managers, information security 
experts and officers. 
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1. Introduction 

 Background to the study 
In network and information security, a vulnerability is defined as a weakness of software, hardware or a 
service that can be exploited. In recent years, there have been numerous high-profile vulnerabilities 
disclosed or exploited that have incurred significant economic and societal costs. In 2018, exploitation of 
the EternalBlue vulnerability through the WannaCry and Petya/NotPetya ransomware attacks resulted in 
significant societal disruption in Europe and beyond. The same year also saw the disclosure of the Spectre 
and Meltdown vulnerabilities, which affected nearly all computer chips manufactured in modern history.2  

While some vulnerabilities have been responsibly disclosed following due process, other vulnerabilities 
have come to light only after substantial associated cyber attacks have resulted. This has led the 
information security community to question whether the manner of disclosure was appropriate, especially 
since there often appears to be a connection between the public disclosure of the vulnerability and the 
subsequent levels of exploitation. The different actors within a vulnerability disclosure process are subject 
to a range of economic considerations and incentives that may influence their behaviour. These economic 
aspects of vulnerability disclosure are often overlooked and poorly understood, but may help explain why 
some vulnerabilities are disclosed responsibly while others are not.  

In the context of ENISA’s strategic objective to develop and maintain a high level of expertise of EU actors 
taking into account evolutions in Network & Information Security (NIS),3 ENISA is following up on the 2015 
Good Practice Guide on Vulnerability Disclosure4 to better understand the economics of vulnerability 
disclosure. 

 Objectives and structure of the study 
The objective of this study was to provide a glimpse into the costs, incentives and impact related to 
discovering and disclosing vulnerabilities. The main audience for this document is comprised of all the key 
stakeholders involved or affected to some extent by a vulnerability disclosure in a software, hardware 
component or system, including researchers, consumers, vendors, vulnerability coordinators and brokers, 
regulators, managers, information security experts and officers. 

The study was carried out through a mixed-methods approach comprising desk research, literature review 
and key informant interviews. A review of the available literature – including academic research, technical 
reports, company publications, media articles, and blogs – provided the basis for the discussion in Chapters 
2–4. In parallel, a set of case studies was prepared that focused on two widely-distributed and critical 
vulnerabilities disclosed in 2017.  

In addition, the research team also conducted a total of 13 interviews with experts from the vulnerability 
disclosure community, including representatives from academia, bug bounty platforms,5 vulnerability 
disclosure programme operators, vendors and others. A full list of the study interviewees can be found in 
Annex A.  

                                                           

2 See Chapter 5 for additional information on EternalBlue, Meltdown and Spectre. 
3 ENISA (2018). 

4 ENISA (2015). 
5 Platforms in this context refers to software or online services used to deploy and operate bug bounty programmes. 
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 Caveats and limitations 
This study is subject to a number of caveats and limitations: 

 The economics of vulnerability disclosure is an emerging research field, in which some aspects 
have been subject to more enquiry than others. As such, there are sections of this report that have 
been informed by a comparatively limited evidence base. In these instances, additional interview 
data was gathered to complement the desk research and literature review results. The study team 
has also made a conscious effort to note particular areas where additional research could be 
beneficial to European stakeholders.  

 The study team also gathered additional perspectives on the economics of vulnerability disclosure 
through interviews with vulnerability disclosure stakeholders. While these interviewees represent 
a range of different stakeholders, it is important to bear in mind that these interviews do not 
represent a complete view of all stakeholders and individuals involved in vulnerability disclosure. 

 Outline of the report 
Beyond this introductory chapter, the report comprises five further chapters: 

2. Overview of vulnerability disclosure features a brief introduction to vulnerability disclosure and 
presents key definitions, processes and actors. 

3. Introduction to the economics of vulnerability disclosure examines the economic aspects of 
the information security market and how this relates to vulnerability disclosure. This chapter also 
features a discussion of classical economics concepts that have clear relevance and application to 
the issue of vulnerability disclosure. 

4. Incentives and behaviour in vulnerability disclosure explores how different incentives affect 
the behaviour of actors in vulnerability disclosure and how other external factors may also affect 
the wider vulnerability disclosure ecosystem. 

5. Vulnerability case studies features two case studies of recently disclosed high-profile, 
vulnerabilities. The chapter highlights how vulnerability disclosure may happen in practice and 
what role economic considerations may play.   

6. Summary and key findings comprises a short summary of the study’s key findings. 

This report is also accompanied by Annex A, which features a list of experts interviewed for the study. 
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2. Overview of vulnerability disclosure 

Software, hardware and online services are all susceptible to vulnerabilities and it is unlikely that 
vulnerabilities will ever be completely eradicated. Even if a system is sufficiently secure at launch, there is 
no guarantee it will remain that way. Deployment in a new context, interactions with new systems or 
development of new attack methods may uncover previously unknown vulnerabilities.6 

Vulnerabilities can be caused by a number of factors, including design and development flaws,7 
misconfiguration, inadequate administrative or operational processes, other user errors, or unforeseen 
changes in the operating environment or threat landscape. In an interconnected environment or network, 
the presence of vulnerabilities in popular software, hardware or services may present considerable risk to 
systems and society – which calls for efficient identification and remediation of vulnerabilities. 
Vulnerabilities that go undetected for a prolonged period of time or are inappropriately disclosed8 may 
further exacerbate these risks, prompting the need for effective vulnerability disclosure processes. 

This chapter briefly explains the key concepts, actors and processes involved in vulnerability disclosure. For 
a more comprehensive overview of the vulnerability disclosure landscape, challenges and good practice 
please see the associated ENISA publication on Good Practice to Vulnerability Disclosure.9 

 Definitions and key concepts 
There are two ISO standards related to vulnerability management: ISO/IEC 29147: Vulnerability disclosure, 
and ISO/IEC 30111: Vulnerability handling processes. These define key concepts and provide guidelines to 
vendors for processes related to the receipt and handling of vulnerability information. Within the context 
of this study, the following definitions outlined in Table 2.1 have been used.10  

Table 2.1 Definitions of key terms 

Term Definition 

Advisory 
An announcement or bulletin that serves to inform, advise and warn 
about a vulnerability of a product or service. 

Disclosure 
The act of initially providing vulnerability information to a party that was 
not believed to be previously aware. The overall disclosure process 
typically includes multiple disclosure events. 

Remediation 
Patch, fix, upgrade, configuration or documentation change to either 
remove or mitigate a vulnerability, typically provided by vendors. 

                                                           

6 Interview 12, Householder et al. (2017). 
7 For a comprehensive overview of common potential weaknesses in software, see the community-developed 
Common Weakness Enumeration (CWE) list. CWE is hosted by the MITRE Corporation and sponsored by the United 
States Computer Emergency Response Team (US-CERT) in the office of Cybersecurity and Communications at the US 
Department of Homeland Security.  
8 Scenarios in which a vulnerability is disclosed too quickly, before appropriate remediation steps can be taken, or too 
slowly, where the vulnerability is left unpatched, may present significant security risk. 
9 Available through the ENISA website: https://www.enisa.europa.eu/publications/vulnerability-disclosure  (As of 31 
October 2018). 
10 Definitions available in ISO 29147 have been adopted with minimal modifications. 

https://www.enisa.europa.eu/publications/vulnerability-disclosure
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Vulnerability 
A weakness of software, hardware or online service that can be 
exploited. 

Zero-day A vulnerability for which no patch or fix has been publicly released. 

Source: ISO 29147 and FIRST (2017). 

Economic decisions taken in the vulnerability disclosure process largely depend on the particular incentives 
perceived by each actor at different stages of the process. Vulnerability disclosure can be conducted 
through a number of different processes and may involve a number of different actors, as presented in 
further detail below. 

 Actors in vulnerability disclosure  
There are four main actor groups within the vulnerability disclosure process:11 

 Users of software, hardware and services, and may refer to individuals, organisations or 
governments.  

 Vendors that comprise the developers, manufacturers and suppliers of software, hardware and 
services. This may also include so-called ‘intermediate vendors’ that make up the supply chain of a 
specific product or service. 

 Finders who make up the community of individuals that identify and report vulnerabilities. Finders 
are sometimes also referred to as discoverers, reporters or researchers. 

 Coordinators are trusted organisations that act as intermediaries between finders and vendors to 
ensure that vulnerabilities are disclosed and mitigated responsibly. Well-known coordinators 
include Computer Emergency Response Teams (CERT) such as the US-CERT Coordination Center 
(CERT/CC), Finland CERT (CERT-FI) and Japan CERT (JP-CERT).  

Additionally, there are also a number of secondary actors who perform indirect roles in the vulnerability 
disclosure process, including governments, the media and adversarial actors.12 

 Governments play a complex role in the vulnerability disclosure process. They can act as finders, 
vendors and coordinators, as well as acquire or maintain vulnerabilities for national security 
purposes. Governments also develop legislation and regulations that may influence vulnerability 
disclosure. 

 Media reports on vulnerabilities and engages in the dissemination of vulnerability information. 

 Adversarial actors such as organised criminals or other adversaries may exploit vulnerabilities or 
engage in the vulnerability disclosure process for nefarious purposes. 

Figure 2.1 Overview of the actors involved in vulnerability disclosure grouped to typical functions 

                                                           

11 ENISA (2015). 
12 ENISA (2015). 
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At the same time, the exact nature of the steps taken in vulnerability disclosure and the actors involved 
ultimately depend on the type of vulnerability disclosure process followed. An overview of these is 
provided below. 
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 Types of vulnerability disclosure processes 
As shown in Figure 2.2, there are several possible vulnerability disclosure options that actors can engage in, which 

further influence the types of economic considerations and incentives that are present. There are three possible 

courses of action for disclosing a vulnerability: full, limited or non-disclosure.13  

 Full disclosure refers to when an identifier releases all information about an identified 
vulnerability publicly, without coordinating with or waiting for coordinator or vendor action.  

 Limited disclosure refers to when an identifier works with a coordinator or vendor to minimise the 
risk of the identified vulnerability. Once a patch has been developed, the coordinator or vendor 
will publish the vulnerability information alongside the remediation measures. Limited disclosure 
may also be referred to as responsible or coordinated disclosure. 

 Non-disclosure may occur due to a number of reasons. Individual finders may opt to not disclose 
vulnerabilities in exchange for payments, particularly if higher payouts can be achieved in the black 
market compared to responsible disclosure avenues.14 Another emerging area of non-disclosure is 
related to government-run initiatives to analyse, evaluate and select vulnerabilities to keep secret 
for national security purposes, which are sometimes referred to as vulnerability equities processes. 
The reasoning is that a government may wish not to disclose information about particular 
vulnerabilities in order to exploit those vulnerabilities for intelligence gathering or for other 
offensive cyber operations.15 

Limited disclosure often occurs through coordinated or responsible disclosure. Coordinated vulnerability 
disclosure (CVD) is a process where vulnerability finders work with either vendors or coordinators to 
minimise the risk of an identified vulnerability and typically involves a set of steps that require careful 
management so as to avoid potential negative impacts, which otherwise could be substantial.16 In general, 
CVD aims to:  

1. Ensure that an identified vulnerability is addressed by the vendors. 
2. Minimise the risk that the vulnerability presents. 
3. Provide users with adequate information to evaluate the risk posed to their systems by the 

identified vulnerability. 
4. Set expectations to encourage positive communication and coordination among the involved 

actors and stakeholders.17 

This study deals primarily with CVD and, unless otherwise specified, vulnerability disclosure refers to CVD.  

  

                                                           

13 ENISA (2015). 
14 Ablon & Bogart (2017). 
15 ENISA (2015). 
16 Tang et. al. (2016). 
17 Householder et. al. (2017). 
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Figure 2.2 High-level overview of vulnerability disclosure processes and flows 

 

Limited or non-disclosure may also take place through so-called ‘vulnerability markets’. A market is made 
up of commodities – in this case undisclosed vulnerabilities, which are sold by their producers (i.e. finders) 
to consumers (i.e. vendors, governments or malicious actors).18 A vulnerability market may be unregulated 
or regulated. An unregulated market is characterised by few rules or limitations, and sales are typically 
made to the highest bidder. In contrast, regulated markets usually comprise set rules and processes with 

                                                           

18 Shahzad et al. (2012); Arora & Telang (2005); Algarni & Malaiya (2014). 
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which sellers need to comply, and that may restrict sales to particular customer groups (e.g. only selling to 
governments).19 

Regulated markets can take the following forms: 

 Coordinated disclosure markets, where vulnerabilities are publicly disclosed either through the 
vendor or a coordinator (such as a CERT). Finders may or may not receive financial or non-financial 
rewards for disclosure.  

 Captive markets, where finders disclose vulnerabilities to the vendor or host organisation and the 
vulnerability is not disclosed publicly. This may entail security researchers working within or under 
contract for a particular organisation, as well as security researchers that work for government 
agencies in defence or intelligence services. 

 Vulnerability rewards markets, where finders disclose vulnerabilities through a vendor or trusted 
third party in exchange for financial or non-financial rewards, for example through a bug bounty 
programme. Rewards are typically linked to the severity of the vulnerability and its potential 
security implications. Bug bounty programmes may include vendor-specific programmes,20 bug 
bounty platforms21 or coordinated vulnerability rewards programmes.22 

In addition, unregulated markets include: 

 Partially regulated markets, such as vulnerability brokers who provide a link between sellers and 
buyers and typically take a commission when sales are finalised. Brokers are organisations or 
individuals that receive vulnerability information from finders and facilitate in the finding of a 
buyer for a particular vulnerability. Vulnerability brokers may have certain rules of conduct or 
limitations, but typically sell vulnerabilities to the highest bidder.23 Brokers tend to focus their 
efforts on zero-day vulnerabilities and focus their sales to government agencies. 

 Vulnerability black markets, which are unregulated markets with certain attributes such as 
unknown buyers, non-excludability24 of vulnerabilities in the market, reliance on personal 
connections to trade, and absences of guarantees to keep the vulnerability secret. These types of 
markets may occur in different locations such as online chat rooms, marketplace websites or on 
the dark web.25 

2.3.1 It is important to understand the differences between various vulnerability disclosure 
mechanisms and how they interact with other information security interventions 
Terms related to vulnerability disclosure are sometimes conflated and used interchangeably, particularly in 
relation to CVD and bug bounties. A CVD policy is not equivalent or the same as a bug bounty programme.  

                                                           

19 Miller (2007); Algarni & Malaiya (2014). 
20 Bug bounty programmes run by an individual organisation or vendor such as those operated by Mozilla 
(https://www.mozilla.org/en-US/security/bug-bounty/), Google (https://bughunter.withgoogle.com/), or Facebook 
(https://www.facebook.com/whitehat) (As of 31 October 2018). 
21 Such as BugCrowd (https://www.bugcrowd.com/), HackerOne (https://www.hackerone.com/), BountyFactory 
(https://bountyfactory.io) or Intigriti (https://www.intigriti.com) (As of 31 October 2018). 
22 Such as the Zero-day Initiative (https://www.zerodayinitiative.com/) (As of 31 October 2018). 
23 Such as Zerodium (https://zerodium.com/) (As of 31 October 2018). 
24 In economics, a good is non-excludable if non-paying consumers cannot be prevented from accessing it. In this case 
it may mean that even though a consumer has purchased a vulnerability on a black market, the seller may sell the 
same vulnerability again to another customer. 
25 Radianti (2010). 

https://www.mozilla.org/en-US/security/bug-bounty/
https://bughunter.withgoogle.com/
https://www.facebook.com/whitehat
https://www.bugcrowd.com/
https://www.hackerone.com/
https://bountyfactory.io/
https://www.intigriti.com/
https://www.zerodayinitiative.com/
https://zerodium.com/
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A CVD policy is the primary good practice mechanism that enables security researchers or finders to report 
identified potential vulnerabilities to an organisation through a dedicated and structured vulnerability 
reporting channel. In contrast, a bug bounty programme allows organisations to define and scope a 
programme where security researchers are allowed to try to identify security vulnerabilities – often within 
a subset of the organisation’s technical infrastructure – in exchange for financial or non-financial ‘bounties’ 
for successfully validated vulnerabilities.  

A bug bounty programme can therefore be a useful tool to incentivise the researcher community to hunt 
for vulnerabilities as a complement to a CVD policy, but such a programme should not be seen as a 
replacement for a CVD policy. At the same time, several interviewees emphasised the importance of 
recognising that CVD is not a replacement for other forms of security measures or interventions.26 
Organisations should engage in CVD in addition to investing in appropriate information security 
arrangements and other forms of security testing (e.g. secure-by-design, penetration tests, security audits, 
etc.). 

 The nature of vulnerabilities 
The economics of vulnerability disclosure are also influenced by the characteristics and features of 
vulnerabilities. Three categories of vulnerability characteristics that may also influence economic 
considerations and incentives in the vulnerability disclosure are:  

1. The prevalence of vulnerabilities. 
2. The rediscovery rates and lifespan of vulnerabilities. 
3. The cost and time needed to exploit vulnerabilities. 

First, vulnerabilities are common. The number of reported vulnerabilities has increased in recent years 
and several high-profile vulnerabilities have been uncovered, either through responsible disclosure or 
through their exploitation.27 It is also likely that there are more vulnerabilities than those that have been 
reported so far. However, the frequency of vulnerabilities should not be the only metric that is used when 
considering the severity of the threat posed by the presence of vulnerabilities; not all vulnerabilities are 
created equal. Simply looking at the number of vulnerabilities does not reveal the potential severity of the 
vulnerability (i.e. what damage or patching costs it could incur), if the vulnerability has been exploited by a 
malicious actor, or if the vulnerability has been patched by the vendor.28 

Vulnerabilities also have varying rediscovery rates. The likelihood that two or more security researchers 
identify a vulnerability independently from each other is referred to as the collision rate (or overlap rate). 
The threat of another security researcher or malicious actor rediscovering a vulnerability may serve as an 
incentive for vendors to patch the vulnerability as soon as possible.29 However, the rate or likelihood of 
this type of independent rediscovery is contested and may warrant additional research. Collision rates 
could, in theory, be limited given the complexity of software and the high number of vulnerabilities that 
are continuously identified.30  

As shown in Figure 2.3, a study of zero-day vulnerabilities – which are often perceived as being potentially 
the most harmful – found that collision rates vary significantly over time. This means that the lifespan of 

                                                           

26 Interviews 4, 8. 
27 See Chapter 5 for two case studies of recent high-profile vulnerabilities.  
28 ENISA (2015). 
29 Arora et al. (2008); Cavusoglu et. al. (2005).  
30 Rescorla (2005).  
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zero-day vulnerabilities and their associated exploits could be relatively long – up to an average of seven 
years.31  

Figure 2.3 Median collision rates for zero-day vulnerabilities 

 

Collision rates are also featured in discussions of optimal disclosure times (i.e. how much time is allowed 
for a disclosure process before the vulnerability is publicly released). If vulnerability collision is zero, a 
disclosure process could, in theory, be as long as required to develop and roll out remediation measures to 
all affected parties. In contrast, if vulnerability collision is non-zero, there needs to be a discussion of how 
long a disclosure process can run before the vulnerability is disclosed (even if patch development or 
remediation work is outstanding). 32 The longer a CVD process goes on, the higher the risk of information 
leaks, independent rediscovery or the vulnerability being exploited by a malicious actor. 

Vulnerability exploits can also be inexpensive and quick to develop once a vulnerability has been 
identified. The cost to develop an exploit is influenced by several factors: the time taken to identify the 
vulnerability; the time to develop the exploit; and the cost of purchasing specialist equipment to develop 
the exploit (e.g. particular code, infrastructure or testing equipment). The severity of the vulnerability may 
also influence the cost of the exploit development, but is more likely to affect the reward or price of the 
exploit (if it is sold). The uniqueness of the vulnerability may further influence the value of a vulnerability 
or exploit (e.g. if it is the only vulnerability identified in a particular product or if it meets the need of a 
particular customer or vendor).33 Lastly, the location of where the vulnerability information is posted may 
also affect the exploit uptake (i.e. the more popular the forum where a vulnerability or exploit is published, 
the more it is used).34  

The time required to develop a functioning exploit for an identified vulnerability is typically short: previous 
research from the RAND Corporation has shown a median time of 22 days to develop an exploit for zero-

                                                           

31 Ablon & Bogart (2017). 
32 Interview 11. 
33 Ablon & Bogart (2017). 
34 Rashid (2018). 
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day vulnerabilities.35 In summary, this means that vulnerabilities are frequent, relatively inexpensively and 
quick to exploit, and subject to a comparatively long lifespan – where exploits remain active and useful for 
an extended period of time – which may have consequences for how vulnerability disclosure should be 
approached. 

The following Chapter features a discussion on the economic aspects of the information security market 
and how this relates to vulnerability disclosure.  
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3. Introduction to information security economics 

A commonly held view is that information security ultimately comes down to technical measures. The 
reality, however, may be more complex.36 There are several underlying factors that contribute to the 
persistent nature of vulnerabilities in hardware, software and services. While some are related to the 
nature of vulnerabilities themselves and their inherent characteristics, a number of others stem from the 
economic features of information security. 

An analysis of the economics of vulnerability disclosure therefore requires an understanding of the 
underlying economic concepts of the information security environment. Many of these concepts stem 
from classical economics but have a particular relevance and application to information security. Section 
3.1 of this Chapter discusses the following economic concepts and their relation to the information 
security market: 

 Tragedy of the commons 

 Network effects 

 Externalities 

 Asymmetric information and adverse selection 

 Liability dumping  

 Moral hazard.  

Finally, Section 3.2 contains a brief discussion on how technological change affects the information 
security market and its associated economic attributes. 

 The information security market 
Information security is often perceived to be subject to a ‘tragedy of the commons’.37  A concept first 
introduced in 1833,38 a tragedy of the commons refers to situations where individuals use a shared 
resource to the detriment of the collective good of all users of that resource. In this context, rational 
decision makers are expected to consider their own personal outcomes, or ‘payoffs’, without considering 
the payoffs of anyone else. Hence, assuming that individuals act only in their immediate self-interest, 
shared resources run the risk of being damaged or depleted to the long-term detriment of all parties.   

In relation to information security, this concept can be seen in practice in the case of distributed denial-of-
service (DDoS) attacks that utilise large numbers of compromised devices to generate enough traffic to 
render services unavailable. Whereas end users may be affected by the attack (e.g. not being able to 
access a website they would like to access), they are neither the primary target of the attack nor 
responsible for any of the costs of protecting against or restoring service after the attack (which typically 
fall on the service providers). In theory, these types of attacks could be rendered less effective if the end-
user devices were of sufficient security. In an ideal world and functioning market, end users would secure 
their devices for the benefit of all other users and the Internet itself. However, without a personal 
incentive, such as cheaper access to the service or a regulatory requirement, individuals have very little 
desire to pay for something that will ultimately help others far more than it would help them individually. 
In relation to vulnerability disclosure, these dynamics also extend to developers and manufacturers who, in 

                                                           

36 Anderson (2001).  
37 Bailey & Tierney (2002). 
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the absence of liability for vulnerabilities found in their products or services, may not be incentivised to 
engage in CVD or bug bounty programmes. 

3.1.1 Network effects mean that products and services are subject to different security 
considerations in relation to their size and use 
Network effects refer to the idea that as a greater number of people use a good or a service, the greater its 
value becomes to other users of that good or service.39 Consider telephones: there is clearly no use in 
having a telephone if no one else has one, as one cannot use it for its primary purpose  – communication. 
However, as more people start to buy telephones they become more and more valuable to both you and 
other telephone users, as there are more potential telephone owners to connect with.40 

Networks effects like these can also be seen in the information security market. As a growing number of 
people use a certain software, product or service, many benefits are accrued as a result: further resources 
are devoted to its development and maintenance; more information becomes available about it; and more 
resources are dedicated to its security. Nevertheless, network effects can also be negative. A larger 
network will ultimately also become more complex, with more nodes and connections and a greater 
potential attack surface. A more prominent product or service may also attract greater attention from 
malicious actors, thereby offsetting some of the previous security gains. 

As such, a portion of the value of a piece of software or service lies with how many users it has. However, 
two additional factors may also influence the value of software. First, following general microeconomic 
logic, hardware or software development typically has high fixed costs and decreasing marginal costs (e.g. 
the first output is costly to develop but subsequent outputs may be produced with decreasing marginal 
costs per unit produced). Second, technology markets are often characterised by high costs and other 
barriers for users when switching technologies or services, which leads to so-called ‘lock-in’ situations with 
dominant providers. The result is that these types of markets heavily benefit early entrants, where 
reduced time to market may bring significant commercial advantage and positive economic feedback loops 
– which may lead to firms prioritising speed to market over security, ultimately leading to less secure 
products or services.41 

3.1.2 Externalities may have significant consequences for behaviour in the information security 
market 
Another economic concept that underpins the information security market is that of externalities. In 
economic terms, an externality is a consequence of a market transaction (the buying and selling of a 
product or service) which impacts a third party (i.e. not the buyer or seller), without incorporating this 
effect into the market price.42 A very simple example of an externality is driving a car. Owning a car has 
obvious internal costs to the driver, such as buying the car and paying for insurance or petrol, but there 
are also external costs that impact actors who are not involved in the purchase and sale of the car. These 
external effects include greenhouse gas emissions, lower air quality and increased congestion – all of 
which have a wider impact on society.   

Externalities are ubiquitous in the information security market. Technology is an integral part of today’s 
way of life and it is challenging to account for all of the potential wider implications of software or 

                                                           

39 Anderson & Moore (2006). 
40 Anderson & Moore (2006). 
41 Anderson (2001). 
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43 Van Eeten & Bauer (2008). 



Economics of vulnerability disclosure 
   December 2018 

 
 
 
 

20 

hardware beyond its sellers and buyers. Software markets are typically competitive and relatively global, 
with many competing vendors in each market segment. Therefore, firms predominantly focus on their 
internal costs to remain competitive (e.g. costs of development, marketing, etc.), which may mean that 
they are incentivised to reduce costs for ‘non-essential’ features such as security.  

Unlike many other goods, software and software components in hardware can also be fixed after release 
or time of sale. This means that vendors may be inclined to prioritise minimising internal costs and speed 
to market, rather than upfront software quality and security, with the intent to finalise functionality and 
security of the product at a later stage.44 However, the deployment of insecure products or systems can 
have significant societal impact, including direct economic losses, data protection, privacy or reputational 
damages. These types of externalities also have direct effects on vulnerability disclosure (see Chapter 4).  

3.1.3 Liability dumping may enable actors to shift responsibilities and costs to other actors 
A very closely related concept to externalities is liability dumping – the idea of shifting the burden of 
responsibility onto other parties within a market.45 Part of the reason that many vendors persist in 
developing and releasing insecure software is that, more often than not, they are not liable to bear the full 
cost of the consequences of their vulnerabilities. With several different actors involved in the market, 
there is no clear consensus as to who bears responsibility for what.  

If a security incident occurs, it is unclear who should respond to it and who should be responsible for the 
costs of remediating the vulnerability. Should it be the government that takes responsibility, the software 
producers, the users of the product, or someone else? If actors in the information security market are not 
held liable for poor security – whether it is in relation to the security of the software, the security of an 
individual’s device or a corporate network – they are less likely to invest in adequate security measures, 
particularly if the costs are borne elsewhere.  

Liability dumping or transfer is often related to cost. In relation to vulnerabilities, two types of costs can be 
incurred if a vulnerability is identified: the potential damage cost that would be incurred if the 
vulnerability is exploited; and the patching cost associated with identifying, testing and rolling out an 
appropriate remediation measure. While vendors are expected to release appropriate remediation 
measures, which will incur some costs internal to the vendor, they are rarely held accountable for damage 
costs that other actors may incur in the event of the exploitation of the vulnerability.46 

3.1.4 A lack of or variability of knowledge results in sub-optimal choices in the information security 
market 
Part of the difficulty in incentivising security at different stages of the information security market is due to 
the presence of asymmetric information and adverse selection. Asymmetric information exists where 
either the buyer or the seller in a given market knows more about the good or service for sale than the 
other. This may lead the less informed actor to pursue sub-optimal choices in their transaction, which 
ultimately affects the overall quality of the market (due to adverse selection).47  

In classical economics, this has been illustrated by the used car market. For example, consider a used car 
market where half of the cars are of high quality and half are of low quality, and only the sellers know 
which are which. Since buyers are unwilling to pay high prices for fear of getting a low-quality car in return, 
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the market price for all cars decreases. However, sellers with high-quality cars may not be willing to sell the 
cars at a lower price, prompting them to exit the market and leaving it predominantly populated by low-
quality cars.48  

This type of adverse selection, driven by information asymmetries, is also observed in the information 
security market.49 General users may make decisions to use or buy software, hardware or services 
influenced by a number of considerations, including: 

 Price 

 Ease of use and convenience 

 Security 

 Value of the service offered.50 

Trade-offs between price, convenience and security often arise. Users may value security considerations 
more highly than price or convenience in relation to services they perceive as sensitive, such as banking 
services, while they value convenience more highly than security for day-to-day services, such as general 
smartphone apps.  

For marketing purposes, vendors often make claims as to the level of quality of the security of their 
product or service, but customers cannot typically evaluate the accuracy of those claims, either because of 
a lack of information or a lack of the technical knowledge required to make an informed assessment.51  As 
a result, customers may be unwilling to pay for a product advertised with additional security features but 
at a higher price relative to other similar products. One solution for this particular problem could be 
product certification or labelling as a way to offset the disadvantage. 

Users are generally content to overlook security practices as long as their incentives – financial or 
otherwise – exceed their inconvenience. The relative lack of importance placed on security by consumers 
may therefore lead to negative incentives for vendors and service providers, who may instead prioritise 
convenience or price over security. The trend may contribute to a market where vendors are not 
incentivised to invest in increased security for their products, crowding out more secure software and 
leaving a market of lower quality, more vulnerable products.52 

3.1.5 Moral hazard means that decision makers in the information security market take decisions 
subject to high risks 
Asymmetric information is also a pre-requisite for a moral hazard to exist – a situation where one party 
‘makes the decision about how much risk to take, while someone else bears the cost if things go badly’.53 A 
classic example of a moral hazard is house insurance, where an insured individual may behave more 
recklessly than an uninsured person because, if something does happen, the insurance company is the 
party that will bear the costs incurred (rather than the individual).  

In the information security market, actors may be incentivised to accept more risk than is socially optimal 
due to the perception that others may bear the consequences should the risk be realised. Actors may also 
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50 HackerOne (2016). 
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accept additional risk simply because they cannot understand or determine what the socially optimal 
security decisions would be. Previous research from the University of Maryland has shown that average 
users face significant challenges in determining optimal security strategies in situations where 
interdependencies between security choices of other actors are present, which may lead to security 
strategies that fail.54 For example, a corporate user may open a link in a suspicious email out of curiosity, 
thinking that corporate security policies will protect them, not fully appreciating the risk that can be 
realised to other users within the organisation. 

3.1.6 The economic features of the information security market affect the security of products and 
services, but also influence actors within the vulnerability disclosure landscape 
This chapter has thus far illustrated that information security is a complex endeavour. The economic 
features of the information security market frequently result in perverse incentives and less than optimal 
economic behaviour, which contributes to the insecurity of many products and services, as well as the 
persistent nature of vulnerabilities. 

The economic concepts discussed in the preceding sections are also directly relevant to vulnerability 
disclosure. As vulnerability disclosure takes place in the information security market, economic features 
present in this market also feature in the economic considerations of vulnerability disclosure. These 
economic concepts and features may also have specific consequences for particular parts of vulnerability 
disclosure processes. For example, organisations may be less incentivised to implement due to 
externalities that mean that they are not held liable for vulnerabilities found within their products (see 
Section 4.4.2), or individual security researchers may be unjustly held accountable for vulnerabilities due 
to liability dumping through unfair legal contracts between vendors and researchers (see Section 4.3.2). 
Chapter 4 discusses the economic considerations of vulnerability disclosure in further detail and highlights 
when and how the economic features of the information security market translates into vulnerability 
disclosure. 

 The changing nature of the information security market 
The information security market also evolves alongside technological developments; the information 
security market of yesteryear is not the market of today. The combination of a number of factors 
continuously shape the market conditions and interactions, including decreasing costs of computing 
power, increasing levels of computing complexity, and increasing levels of connectivity and connected 
devices.  

Today, software and hardware is embedded almost everywhere and used by almost everyone at all times. 
Not only is society increasingly connected through the Internet and other networks, but it is also populated 
by individuals and organisations with an increasing number of connected digital devices. The consequences 
for vulnerability disclosure are two-fold. The increased use of technology results in a greater possible 
vulnerability surface – particularly considering when technology is deployed or embedded in new 
environments. Most individuals may have a basic understanding of possible vulnerabilities in a computer 
or smartphone, whereas many individuals, organisations and policy makers only have a nascent 
understanding of what security means for Internet-connected fridges, connected medical devices, or other 
connected devices that have significant computing capabilities.  

An increased development and use of connected applications, technologies and services by organisations 
that have not traditionally had a significant ICT presence or development function may further jeopardise 

                                                           

54 Gordon & Loeb (2002); Acquisti et al. (2005). 



Economics of vulnerability disclosure 
   December 2018 

 
 
 
 

23 

overall ecosystem security.55 The automotive sector is an example of an industry that traditionally did not 
develop or integrate computers or connectivity within their cars, but which is now increasingly developing 
cars with an array of integrated software and hardware components, many of which are third-party 
solutions. Therefore, car manufacturers have to familiarise themselves with the current state of the art in 
secure development and information security, as well as develop an understanding of how to design, 
implement and operate vulnerability disclosure policies. This may require a technical and organisational 
maturity that many new entrants might currently lack.  

The increasing levels of digitisation and connectivity are in part due to the decreasing costs of computing 
power and the increasing levels of computing complexity.56 Complex systems are comparatively more 
challenging to secure than simpler counterparts, and complex systems are becoming increasingly common. 

While the future of Moore’s law may be uncertain, Central Processing Unit (CPU) complexity is still 
increasing.57 Historically, it was typically more expensive to build a complex machine compared to building 
a simple one. In modern computing, this may not be true and it is often more cost-effective to use a 
complex CPU and simulate simplicity, rather than to develop a simple device from scratch – as complex 
general-purpose CPUs are readily available and inexpensive. In practice, software is added on top of 
hardware complexity to simulate simplicity (i.e. to enable the device to perform the required functions), 
which also means that one can add additional features later on in the process (whether intended or not) at 
near-zero short-term marginal cost.58 The use of low-cost, complex CPUs in the production of simple 
devices – which also increases the complexity in securing the device – can be referred to as an ‘anomaly of 
cheap complexity’. 

The anomaly of cheap complexity is further exacerbated by shifting development and manufacturing 
approaches, as vendors continue to prioritise time to market, as shown in Figure 3.1. 

Figure 3.1 Shifting development lifecycles 

 

Source: Dullien (2018). 
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56 Dullien (2018). 
57 Moore’s law refers to the prediction that the number of transistors in a dense integrated circuit is expected to 
double around every two years.  
58 In his conference proceedings, Dullien presents the example of an Apple Lightning to DVI adapter that has an 
integrated CPU with the equivalent computing power to a PlayStation confined in what is essentially just a cable.  
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The anomaly of cheap complexity, increased connectivity and shifting development and manufacturing 
priorities can result in a number of inter-related network effects and security challenges. The use of 
general purpose CPUs introduces a level of complexity that may not be required for the device to function 
as expected, but ultimately makes security more difficult to achieve. The inherent complexity of many of 
these devices may enable an attacker to perform a function not originally intended (e.g. using Internet-
connected security cameras for a Distributed Denial Service (DDoS) attack as in the case of the Mirai 
botnet).59 It may also make it more difficult to inspect and asses the level of security that the device 
currently exhibits by making security testing prohibitively complex, impractical or expensive. The global 
distribution of products and services, together with an increased focus on reducing the time to market, 
may also result in unintended and potentially harmful consequences. If the speed of development takes 
precedence over security, insecure codes or new codes with vulnerabilities may be embedded into 
products and services. This may not be a significant security problem in isolation, but if the product is an 
inexpensive Internet of Things (IoT) device that is sold in millions of units, an exploitable vulnerability in 
that product may have severe security implications. 

These security challenges are particularly troublesome in light of current and predicted growth in IoT 
devices and trends in cyber-physical devices.60 This is partly due to the likelihood that vulnerabilities in 
cyber-physical systems may have real-world effects,61 and partly due to the fact that many of these types 
of systems are expected to be in operation for an extended period of time with limited intervention (e.g. 
infrequent security assessments or patches). The rapid growth in IoT and cyber-physical devices has 
resulted in a wide range of complex policy challenges in terms of how current legislation, liability, 
insurance, consumer safety and other policy regimes will have to be revised to be able to meet these 
emerging security challenges.62 

The changing nature of the information security market also has consequences for the economics of 
vulnerability disclosure, how vulnerability disclosure is carried out, and how actors behave in the 
vulnerability disclosure process – some of which are only now beginning to be discussed and understood. 
As with traditional development and manufacturing approaches, the current thinking of vulnerability 
disclosure grew out of a traditional, phased development approach where software and hardware were 
finalised and released in distinct releases (e.g. ‘shrink-wrapped software’).63 New approaches to 
development and new types of embedded, IoT or cyber-physical devices (also referred as Industry 4.0 ) of 
increasing complexity may warrant examination of current practice to understand if it is still fit-for-
purpose, efficient and effective.  

                                                           

59 The Mirai botnet took advantage of poorly secured IoT devices, which were compromised through Telnet 
connections enabled by a list of common login credentials, to launch DDoS attacks. See 
https://www.cloudflare.com/learning/ddos/glossary/mirai-botnet/ (As of 31 October 2018). 
60 Cyber-physical systems refer to integrations of computation, networking and physical processes (i.e. a connection 
between the physical and the virtual worlds). This typically takes the form of embedded devices that monitor and 
control physical processes in devices such as connected and intelligent traffic monitors or wearable, connected 
healthcare devices. 
61 In the words of computer scientist Ross Anderson of Cambridge University: ‘Phones and laptops don’t kill many 
people directly: cars and medical devices do’ Anderson (2018). 
62 Many of which are discussed at length in Leverett et al. (2017). 
63 Interview 12. 
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Recent years have already seen an increase in the number of high-profile vulnerabilities requiring 
extensive multi-vendor coordination, such as Heartbleed, Meltdown/Spectre and others.64 It is feasible 
that these types of vulnerabilities that have significant downstream effects or security implications will be 
increasingly common, and the vulnerability disclosure community may need to examine if current 
processes adequately address the type of harm that such vulnerabilities could result in and how 
coordination of these types of vulnerabilities should be performed.65 

The economic considerations and incentives that influence the behaviour of the different actors within the 
vulnerability disclosure process are further discussed in the following chapter. 

                                                           

64 Interviews 5, 9, 12. For a discussion of the Heartbleed vulnerability see ENISA (2016), and for a discussion on 
Spectre-Meltdown see Chapter 5. 
65 Interviews 5, 9, 12. 
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4. Incentives and behaviour in vulnerability disclosure 

 Introduction 
The development of secure hardware, software and other services is subject to numerous challenges. The 
demand for feature-rich solutions in competitive and fast-moving markets further exacerbates the 
complexity of developing such systems, particularly when considering the need to manage legacy code 
bases or hardware and interdependencies with other systems.66 While adoption of new development 
practices, such as DevOps67, and advances in automated security testing technologies may improve overall 
system security, it is unlikely that vulnerabilities will entirely disappear. Instead, organisations and vendors 
are increasingly utilising external security researchers to crowdsource efforts to identify and remedy 
vulnerabilities, so as to mitigate the overall security (and commercial) risk.68 

The vulnerability disclosure process is dictated by the actions of multiple economic agents, many of whom 
may have competing or conflicting interests. As a result, sub-optimal or even undesirable outcomes of the 
kinds outlined in section 3 are pervasive. Through different regulations or other incentive mechanisms, it is 
nevertheless possible to change or influence these outcomes. In order to better understand the economics 
of vulnerability disclosure, it is helpful to map some of the underlying economic considerations and 
incentives that may influence behaviours across the disclosure lifecycle. 

This chapter begins with a brief discussion on the nature of incentives (Section 4.2). It further discusses 
these economic considerations and incentives across four different levels: 

 Individual level, comprising finders (Section 4.3) 

 Organisational level, comprising vendors, coordinators and governments (Section 4.4) 

 Structural level, relating to regulatory or legal incentives (Section 4.5) 

 Normative level, relating to social norms, good practice and voluntary standards (Section 4.6). 

 The nature of incentives   
Economic decisions in relation to vulnerability disclosure are shaped by incentives perceived by different 
actors at the different decision points in the vulnerability disclosure lifecycle. Incentives in this regard can 
be understood as the factors that influence these decisions. Incentives may stem from the economic 
features of information security, or other legal, regulatory or market conditions, as well as originating from 
socially-expected behaviour and norms.69  

It is important to note that economic incentives are not only connected to financial considerations or the 
related costs of a specific vulnerability disclosure. In contrast, incentives are typically divided into financial 
and non-financial incentives. As seen in the previous chapter, financial considerations are pervasive in the 
information security market and are fundamental drivers of vendor behaviour in relation to securing 
market shares and maximising profitability. In relation to vulnerability disclosure, financial incentives can, 

                                                           

66 Anderson (2002); Hahn & Layne-Farrar (2006). 
67 DevOps is a software development practice that aims to integrate development and operations teams in order to 
work in more agile and shorter production cycles. DevOps may also enable better integration of security teams in the 
development process and therefore contribute to proactive, rather than reactive, security. For more information on 
DevOps practices, see Rahman & Williams (2016). 
68 Finifter et al. (2013); Zhao et al. (2015).  
69 Van Eeten & Bauer (2008). 
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for example, take the form of monetary rewards for finders that identify valid vulnerabilities as part of bug 
bounty programmes. Financial incentives may also influence the vulnerability disclosure process if actors 
motivated by financial incentives choose not to disclose an identified vulnerability and instead sell it 
through a vulnerability broker or marketplace.  

In contrast, non-financial incentives are considerations or characteristics that influence behaviour that is 
not directly connected to money. Non-financial incentives may include considerations related to socially-
constructed norms or values, where actors behave in a particular way based on ethical ideals or where 
behaviour is self-regulated in line with perceptions of expected behaviour. Financial incentives therefore 
typically reward achievement or results (negative or positive), whereas non-financial incentives usually 
work through self-regulation or peer pressure.70  

Incentives may also interact with each other by complementing, trading off or contradicting one another. 
In order to better understand the economics of vulnerability disclosure, it is therefore necessary to explore 
how the behaviour of different actors is incentivised and how the different incentives interact with each 
other. 

 Finder behaviour 
Finders are necessary for any vulnerability disclosure process. Finders may be located within a vendor, be 
external to the organisation but hired by a vendor, or be external and independent to the vendor. The 
latter two categories comprise vulnerability research teams and organisations71 and independent security 
researchers.72 

4.3.1 Internal incentives act as the primary driver for finder behaviour in the vulnerability disclosure 
process 
As illustrated in Figure 4.1, previous research and interviews conducted as part of this study reveal that 
finders generally engage in vulnerability research and disclosure due to four overall categories of 
motivations and incentives.73 

  

                                                           

70 Van Eeten & Bauer (2008). 
71 Such as academic research groups or corporate vulnerability research teams, for example Google Project Zero. 
72 These researches may perform vulnerability research as part of or on top of their normal day job. 
73 I Am the Cavalry (n.d.), HackerOne (2017), Interviews 1, 2, 8, 10. 



Economics of vulnerability disclosure 
   December 2018 

 
 
 
 

28 

Figure 4.1 Incentives and motivations of finders  

 

Financial incentives play a particularly prominent role in bug bounty programmes, where they are regularly 
used to incentivise participation from the finder community. While not all data on bug bounty programmes 
is public, and despite the fact that a large number of bug bounty programmes are private, public reports 
from the two largest bug bounty platforms, Bugcrowd and HackerOne, can provide a glimpse into the state 
of bug bounty programmes globally. According to Bugcrowd, the average bounty paid out per vulnerability 
on their platform in 2018 was US$781, which corresponds to a 73 per cent increase, compared to 2017. 
The average bounty for the most severe category of vulnerability was US$1,200, compared with US$926 
the year before.74 In total, Bugcrowd paid out more than US$6 m in bounties from 2017–2018.  

Both the total volume of vulnerabilities reported submitted and the total amount of bounties paid out has, 
in recent years, increased on both platforms. Bugcrowd experienced an overall increase of 40 per cent in 
bug bounty programmes launched in 2018, compared to 2017, while HackerOne has seen a 10-fold 
increase in registered finders in just two years.75 This growth may also enable further positive network 
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effects, where bug bounty platforms can both leverage economies of scale and help raise the profile of 
vulnerability disclosure across the information security market. Previous research from Pennsylvania State 
University has also shown that financial incentives have a significant positive correlation with the number 
of reported vulnerabilities.76 The presence of financial incentives has also been found to have a correlation 
with the quality of vulnerabilities identified, as bug bounty programmes without monetary rewards may 
receive more vulnerability reports but of lesser quality.77 

The increased use of bug bounties has also been perceived to contribute to the ‘professionalisation’ of the 
finder community and to the development of a new generation of information security professionals.78 
HackerOne highlights that many of their most active finders use bug bounty programmes for part of their 
monthly income. Some 25 per cent of researchers surveyed by HackerOne rely on bug bounties for at least 
50 per cent of their annual income, and over 13 per cent state that bounties represent 90 –100 per cent of 
their annual income. Around 12 per cent of researchers on HackerOne make US$20,000 or more annually 
from bug bounties, with over 3 per cent making more than US$100,000 per year.79 These annual income 
levels may seem low, but many of the researchers active on Bugcrowd and HackerOne live and operate in 
countries outside the European Union where living costs are lower, such as India, Pakistan and Russia.80 

In wider information security economics, security investment is often regarded as having positive but 
diminishing returns. However, this does not seem to be the case in relation to vulnerability disclosure. If 
diminishing returns were present, disclosure and fix rates should decrease and the time between 
vulnerabilities would increase as vulnerabilities would become fewer and more difficult to remedy. In 
contrast, it seems that vulnerability disclosure or fix rates are not declining and that the supply of 
vulnerabilities that can be patched seems to be steady.81 This can also be seen in the fact that many 
exploited vulnerabilities are commonly known or have been known for a long time, indicating recurrent 
patterns in human error or inadequate development practices.82 

However, diminishing returns for individuals may influence finder behaviour in bug bounty programmes – 
particularly if the finder is primarily motivated by financial incentives (and therefore tries to maximise 
financial rewards while minimising their effort).83 The longer an individual bug bounty programme has 
existed the more likely it is that easily identifiable vulnerabilities have been submitted, and remaining 
vulnerabilities are more complex or difficult to find. Activity levels and the rate of enrolment of new 
finders tend to decline over time and finders may instead turn their attention to newly established bug 
bounty programmes with more easily identified vulnerabilities (and thus more immediate financial and 
non-financial returns).84 Nevertheless, interviewees noted that this is mostly in relation to profit-
incentivised security researchers who tend to rely on automated tools and submit low quality vulnerability 
reports.85 
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Nevertheless, the predominant motivation for most finders to participate in vulnerability disclosure is for 
the technical challenge it offers, as well as to prove their abilities compared to other security researchers.86 
The information security community is typically highly competitive, where finders pride themselves on 
their standing vis-à-vis their peers.87 Popular bug bounty programmes make extensive use of point systems 
and leaderboards where researchers can compete for standings and other achievements.88 

In contrast to a ‘tragedy of the commons’, where economic actors simply consider their own payoffs above 
others, many finders also participate in the vulnerability disclosure process due to personal ethics or a 
sense of duty to make a positive difference in the researcher community and to help improve overall 
information security.89 In some cases, this sense of duty may also carry more importance than financial 
incentives, as seen with finders donating their bug bounties to charitable causes.90 This type of behaviour 
can also be seen to extend beyond the traditional security researcher community. One interviewee 
highlighted that many of the vulnerability reports received by their organisation were submitted by 
general users of the service rather than security researchers, particularly in relation to business logic 
vulnerabilities. These finders were also found to rarely ask for or accept bug bounties for their reports.91 

The strong ethical foundation within the security researcher community often results in strong self-
regulation of behaviour throughout the vulnerability disclosure process. This type of self-regulation may 
manifest itself in several ways. Sometimes this is outwardly facing, with security researchers expressing 
concern or appreciation for the way vulnerability disclosure is carried out by vendors or coordinators.92 
Historically, many security researchers argued that only full disclosure was the ethically correct choice and 
the only way that security could be improved.93  Today, by contrast, many security researchers argue to 
follow a CVD process in order to allow vendors to develop and roll out appropriate remediation measures, 
whether this involves rewards or not.94 

The available data on finder motivations should be taken into account when designing a CVD or bug 
bounty programme. Particularly, it should be clear that organisations can benefit from the wider security 
research community by operating only a CVD programme without financial compensation to researchers. 

4.3.2 Finders also respond to a number of external economic considerations and incentives 
The discussion has thus far focused on incentives that are internal to the finder, stemming from choices 
and motivations that characterise the finder. However, there may be additional influencing factors that are 
beyond the direct control of the finder but that nevertheless influence their behaviours and choices in the 
vulnerability disclosure process. These factors include: 

 Fear of hostility or punishment 

 Legal barriers or uncertainty 

 Existence of appropriate vulnerability disclosure avenues 
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 Presence, efficiency and quality of vulnerability disclosure processes 

 Structure and quality of the vendor or coordinator communication mechanisms. 

Vendors may not possess the adequate technical skills, interest or resources to receive and remedy 
identified vulnerabilities that are received from finders. Finders or ‘hackers’ have traditionally been subject 
to discrimination and suspicion as to whether their motivations are pure or whether they are acting 
maliciously. As such, many finders have reported vulnerabilities only to realise they are not listened to, or 
else are met with hostility from vendors, including threats of prosecution.95 A vulnerability disclosure 
landscape that places significant fear of punishment on finders may therefore have adverse effects on the 
number and quality of vulnerabilities identified, disclosed and ultimately mitigated (i.e. act as a negative 
incentive and deterrent).  

Moreover, security researchers engaging in vulnerability disclosure often move in legal grey areas, 
particularly when there are no established processes for vulnerability identification or disclosure.96 
Unauthorised access to or control of software, hardware or services is often illegal – even in the presence 
of a valid, identified security vulnerability, sometimes even when there is a CVD policy in place.97 Legal 
implications for security researchers may extend to both civil and criminal law, as well as contract law, 
licensing, patent law and other types of legislation.98 If legal safeguards are not provided for finders, 
vendors may shift liability for discovered vulnerabilities to security researchers in order to avoid being held 
accountable for any costs incurred by the vulnerability, even if the vulnerability was reported in good faith 
(i.e. liability dumping). 

In the absence of clear regulatory and legislative regimes for vulnerability disclosure, organisations are left 
to create alternative regimes to enable security research through market mechanisms and standard form 
contracts.99 A standard form contract is a contract between two parties in which the terms and conditions 
of the contract are defined by one of the parties, and the other party has little or no ability to negotiate 
more favourable terms. In CVD, and particularly in bug bounty programmes, legal boundaries and contract 
terms are typically dictated by the organisations or vulnerability platforms, leaving little room for 
individual security researches to negotiate or change the terms of the disclosure – in essence forcing the 
security researchers into a ‘take-it-or-leave-it’ position.100 Many security researchers also lack the legal 
expertise to accurately evaluate proposed contract terms,  

This type of market regulation – through unilaterally drafted boilerplate language that functions as private 
law – highlights the agency problem faced by many security researchers. Most security researchers are not 
lawyers or educated on legal matters, making it difficult for them to evaluate the possible personal legal 
implication of participating in a particular vulnerability disclosure process, which can lead to suboptimal 
choices (i.e. adverse selection) driven by information asymmetries between finders and vendors. As 
contract terms are typically drafted to foremost protect the organisation and/or vulnerability platforms, 
the legal risks for disclosing vulnerabilities may be shifted onto the individual researcher (i.e. liability 
dumping), particularly in the presence of legal grey areas related to anti-hacking laws within the relevant 
jurisdiction.101 This presents significant challenges within the vulnerability disclosure landscape, as one 
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study found that as much as 60 per cent of security researchers cited the threat of legal repercussions as a 
reason they might not work with a vendor in the disclosure of a vulnerability.102 

As security researchers have little to no choice in negotiating contract terms, and there is still reasonable 
participation from the security community in vulnerability disclosure (i.e. organisations continuously 
receive reports), there is currently little incentive for organisations to change their legal approach. If the 
security researcher community started to attach further reputational or economic value to contract terms, 
organisations may have to adjust their approach to attract satisfactory levels of participation in their 
vulnerability disclosure programmes. There are currently several initiatives, mostly in the United States, 
that aim to improve practice around legal safeguards for security researchers conducting security research 
in good faith.103 These initiatives collaboratively aim to improve safe harbour104 for researchers and 
programme owners and readability of legal terms. However, the diversity of the European legal landscape 
can make it challenging to realise this type of safe harbour, as Member States have different legal systems 
and different approaches to hacking-related legislation. 105 However, some European vulnerability 
disclosure actors have begun to enact similar clauses within their programmes.106 

The presence of appropriate vulnerability disclosure avenues is thus imperative to incentivise positive 
finder behaviour. As discussed, vulnerability disclosure processes may be structured in several different 
ways, both internal and external to the organisation in question. Larger organisations with more resources 
available for security work may choose to develop internal vulnerability identification and disclosure 
mechanisms. Smaller organisations may be more likely to choose to enlist the help of external experts – 
either through outsourcing, contracting or public-facing vulnerability or bug-bounty programmes. As such, 
having established avenues for vulnerability disclosure may act as a positive incentive for finders – 
particularly if there are multiple avenues for engagement.  

Beyond the existence of vulnerability disclosure avenues, the institutionalisation and quality of 
vulnerability disclosure processes also affect finder perceptions and willingness to engage with a 
particular vendor or coordinator. Vulnerability disclosure processes must be publicly available, easy to 
understand and provide clear guidelines as to the scope of the vulnerability disclosure process, its 
requirements and its expectations.107 A clear and institutionalised policy may help finders alleviate 
concerns or fear of punishment when approaching a vendor for vulnerability disclosure. 

Related to the vulnerability disclosure process, the structure and quality of communication is another 
potential factor that can positively influence finder behaviour.108 Clear, secure and useful communication 
between the actors is paramount to a successful vulnerability disclosure process.109 While vulnerability 
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disclosure communication is typically initiated by finders, an oftentimes long and complex communication 
process follows in order to validate and remediate the vulnerability.110 Finders expect this process to be 
marked by regular communication with the vendor or coordinator, and a failure to meet these 
expectations is often cited by finders as a leading reason for abandoning a responsible disclosure 
process.111 

Effective communication in the vulnerability disclosure process can be facilitated by a number of 
measures, including secure channels for reporting, provision for anonymous reporting, provision of 
efficient communication with useful information, and prevention of premature disclosure of 
information.112 Communication is key to maintaining trust in the vulnerability disclosure process, which is 
an important consideration made by finders when choosing whether or not to engage a coordinator or 
vendor.113 Coordinators or vendors that are perceived to have a poor vulnerability disclosure track record 
or that have a history of unresponsive communication may be avoided by finders. Finder experiences with 
other actors in the vulnerability disclosure landscape are often shared with peers and the community, 
particularly when negative, and may in turn influence the decisions of other finders in the future.114 As 
such, trust between the actors within vulnerability disclosure and a mutual recognition of the importance 
of protecting the shared ecosystem are key in order to avoid an information security ‘tragedy of the 
commons’. 

 Organisational considerations and incentives 
Organisational considerations and incentives cover both private and public sector organisations, such as 
vulnerability coordinators or vendors, and government agencies acting on behalf of national interests.  

4.4.1 Private and public sector organisations respond to regulatory and user expectations while 
operating with limited resources 
As seen in Chapter 3, the economic features of the information security market influences the behaviour of 
vendors in the development and manufacture of software and hardware, sometimes resulting in negative 
outcomes that contribute to the persistent nature of vulnerabilities. The persistence of vulnerabilities pose 
challenges to information security and vulnerability disclosure efforts, particularly when faced with 
competing economic incentives such as speed to market versus security. Organisational decisions in 
vulnerability disclosure are therefore taken in the context of both the economic features of information 
security and the economic incentives, and considerations of vulnerability disclosure. 

In vulnerability disclosure, private and public organisations can take on different roles, including as vendors 
or vulnerability coordinators. Vulnerability coordinators are guided by their mandate and their behaviour is 
typically aimed at maximising the social benefits of CVD. In contrast, the participation of vendors in the 
vulnerability disclosure process is often multifaceted and influenced by a number of economic 
considerations and incentives, as shown in  

Figure 4.2. 
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Figure 4.2 Incentives and motivations of organisations 

 

Organisations may be incentivised to engage in vulnerability disclosure for economic benefits. Vendors 
may perceive direct economic benefits from engaging in vulnerability disclosure by, for example, reducing 
development, marketing or security assurance costs. 115 CVD programmes enable organisations to realise 
efficiency gains from the ability to yield the effort and knowledge of a large number of security researchers 
for a relatively low effort and cost.116 Bug bounty programmes may also be an effective option for both 
larger and smaller organisations, with research showing that such programmes can be from 2–100 times 
more cost-effective than hiring external security research to identify vulnerabilities.117 However, CVD and 
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bug bounty programmes may not be able to perform to the same scope or depth compared to penetration 
tests or other forms of security testing.118 

Organisations are, however, perceived to primarily engage in CVD or operate bug bounty programme due 
to the anticipated security benefits that these types of programmes can bring – particularly in an 
environment where the goal is to identify vulnerabilities before a malicious actor does. In a competitive 
information security market where suitably qualified and experienced personnel are scarce and in which 
the attacker has a competitive advantage, crowdsourcing security through the use of CVD or a bug bounty 
programmes can help organisations shift the security balance in favour of defence.119 The attractiveness in 
the possibility to mobilise a large number of security researchers again shows the potential of positive 
network effects in information security and vulnerability disclosure.  

Organisations can contract external security consultants to perform security tests and audits. External 
contractors are typically bound by the agreed budget, scope, time and location of the assignment, which 
can ultimately limit the possible vulnerabilities that can be identified. By using a CVD or bug bounty 
programme, organisations can receive an ongoing feed of vulnerability reports and, in the case of a bug 
bounty programme, only pay for valid vulnerabilities according to their severity (i.e. paying through a 
‘results-based’, rather than a ‘time-spent’ based model).120  

In addition to the perceived security benefits of vulnerability disclosure, organisations may also engage in 
CVD for any combination of three broader categories of motivations and incentives:  

 To raise awareness and engage with the security community. CVD or bug bounty programmes 
can help raise awareness on information security matters within an organisation, particularly at 
the management level, as well as help raise awareness of the importance of information security 
more broadly in society.121 Increased activity in CVD and bug bounty programmes have, in recent 
years, also resulted in significant attention on information security matters from media, policy 
makers and the wider public. Raising the importance of information security may help offset some 
of the perverse incentives to prioritise costs or speed to market over incentives (as discussed in 
Chapter 3). CVD and bug bounty programmes can also facilitate organisations to more productively 
engage with the security community by enabling a process or platform for two-way discussions, 
which can help to build trust and foster ecosystem thinking.122 

 In response to customer demand, where the vendor develops a vulnerability disclosure process or 
programme to either strengthen overall product security or to showcase it as a proxy measure of 
comprehensive security practices. Within the current security environment, users – or particular 
user segments – may be more inclined to buy or engage with a vendor that is perceived to be 
investing in security or showcasing leadership in vulnerability disclosure. Vendor awareness of 
security demand therefore highlights the possibility of influencing vendor behaviour through 
customer or user preferences and demands.123 If customers get increasingly security savvy and 
reduce the presence of information asymmetries, vendors may be more incentivised to further 
invest in security measures and CVD.  
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 For ethical or social responsibility reasons where vendors engage in vulnerability disclosure 
because they believe it to be an ethical or social responsibility to contribute to the overall strength 
of security or contribute to overall social welfare. This can, for example, be seen in ‘The Internet 
Bug Bounty’ programme, which is a bug bounty programme for core internet infrastructure and 
free open source software run by an independent and unpaid panel of security experts from the 
community and sponsored by Facebook, GitHub, Ford Foundation, Microsoft and HackerOne.124 

However, not all organisations have a CVD policy in place or operate a vulnerability disclosure programme, 
and there are a number of barriers or disincentives that currently reduce the likelihood of an 
organisation’s participation in vulnerability disclosure, including: 

 The costs of implementation and operation of CVD or bug bounty programmes. 

 A lack of awareness or understanding of vulnerability disclosure and how it could benefit the 
organisation. 

 A lack of management support. 

 A Lack of organisational or technical capacity. 

 Legal barriers or uncertainty. 

Costs of implementation and operation of CVD or bug bounty programmes can also disincentivise 
organisations to engage with vulnerability disclosure. Some organisations may perceive skewed cost-
benefit calculations, where investment into security at large or CVD in particular is not an economically 
sound business decision that would yield sufficient returns on investment.125 Organisations may also 
perceive CVD or bug bounty programmes as too costly, as organisations need to develop processes, 
policies and procedures for vulnerability disclosure and dedicate resources to the management and 
operations of disclosure programmes. The required resources will differ depending on the size of the 
organisation and the scope and nature of the vulnerability disclosure programme implemented, as well as 
the organisational and technical capacity of the organisation.  

These cost concerns may also stem from concerns of additional work due to large volumes of invalid 
reports or noise, which may take valuable analyst time away from other, more important, security tasks. 
Previous research from the University of California, Berkeley and Pennsylvania State University has shown 
that bug bounty programmes may suffer from high error rates (i.e. large volumes of false positives), which 
may be considered invalid for a number of reasons (e.g. not a valid vulnerability, errors in the vulnerability 
submission, out of scope for the vulnerability programme etc.). In fact, several bug-bounty platforms have 
acknowledged that one of the primary challenges in operating a bug bounty programme is managing the 
volume of erroneous or invalid reports.126 One study found that the volume of invalid reports can range 
between 35 to 55 per cent, which has significant resource implications.127 However, careful consideration 
of the design of the vulnerability programme, as well as clear guidelines and rules, may help reduce the 
noise. Offering financial incentives may also help, as previous research from Pennsylvania State University 
has found that the average monetary bounty is positively correlated with the volume of valid reports 
received.128 
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Awareness of vulnerability disclosure has increased in recent years, but it is not yet standard practice in 
most business sectors and lack of management support may hamper CVD adoption.129 Particularly in 
sectors where vulnerability disclosure is less common or among organisations that have less mature 
information security arrangements, it can be difficult for organisations to appreciate the potential security 
and economic benefits that CVD or bug bounty programmes could realise. Within this context, 
organisations may also be faced with a ‘first mover’ challenge where an organisation is reluctant to be the 
first organisation in their sector or particular context to implement CVD or bug bounty policy or 
programme. However, one interviewee pointed out that there are currently few sectors where there is not 
an industry leader with a progressive view of CVD.130 

Lack of management support can also hamper an organisation’s ability to implement a CVD or bug policy 
or programme.131 A lack of understanding of and support for information security at the management level 
is a well-documented challenge, and this also extends to issues of vulnerability disclosure. This can be 
attributed to a lack of awareness or understanding of the issues at hand or a reluctance to internalise 
some of the externalities present in the information security market (i.e. letting other actors bear the cost 
of security). It can also be related to a distrustful view of the security community and a reluctance to share 
information about potential vulnerabilities. Members of the security community, or ‘hackers’, are 
oftentimes characterised as malicious actors that cannot be trusted, which has implications for 
vulnerability disclosure in that organisations may think of CVD as ‘letting the bad guys in’.132 Information 
asymmetries and adverse selection at the cost of security therefore also exists within organisations, 
typically between the information security department and senior management.  

Organisations of lesser information security maturity may also be reluctant to share information about 
vulnerabilities in their products or services in fear of reputational damage or attacks.133 Yet, as noted in 
Chapter 3, vulnerabilities are ubiquitous so, rather than opt for secrecy, organisations should recognise 
that all organisations will be faced with vulnerabilities and what ultimately matters is the ability to receive 
and respond to them. 

Lack of organisational or technical capacity to design, implement and operate a CVD or bug bounty policy 
or programme may hamper an organisation’s vulnerability disclosure work – even in the presence of 
management support and funding.134 Designing and appropriately scoping a vulnerability disclosure policy 
can be one of the primary challenges faced by organisations, particularly if the organisation is a new 
entrant to vulnerability disclosure. These challenges may also extend to particular and specific logistical or 
operational barriers (e.g. How do can you remunerate or pay a security research that is outside your 
country? How do you define a legal agreement that provides a safeguard to researchers but does not 
jeopardise business interests?, etc.).135 Organisational and technical capacity is also the enabler for 
operating a CVD or bug bounty programme. Organisations must have sufficient personnel, technical 
knowledge and capacity to receive, triage and develop remediation measures for vulnerabilities while 
maintaining efficient and transparent communications with security researchers.136 
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Legal barriers or uncertainty may also present themselves when implementing a vulnerability disclosure 
programme, particularly in relation to bug bounty programmes.137 CVD or bug bounties can involve inviting 
largely unknown security researchers from anywhere in the world to explore and test an organisation’s 
systems, which could have unintended consequences. Organisations could also be concerned about the 
behaviour of security researchers, who may jeopardise system integrity, collect commercially sensitive 
information and intellectual property, or disclose data or vulnerabilities to third-parties, competitors or the 
public.138 It can also be challenging for organisations to navigate a complex legal landscape, particularly if 
operating in multiple national jurisdictions or dealing with platforms or security researchers in multiple 
countries. As seen in Section 4.3.2, organisations often face challenges when aligning CVD or bug bounty 
policies with End User License Agreements (EULAs) or other legal agreements. 

Further to receiving vulnerability reports, vendors also play a role in identifying remediation measures or 
patching identified vulnerabilities. Previous research by Ashish Arora and Rahul Telang has shown that, 
due to the nature of the economic factors of the information security market (as discussed in Chapter 2), 
vendors tend to engage in less than socially optimal patching behaviour if left unregulated.139 This is 
primarily driven by externalities in the information security market, where costs incurred by the 
exploitation of vulnerabilities are not borne by the vendors ultimately responsible for the vulnerability, as 
well as the prevalence of liability dumping or shifting between different actors across the supply chains. 
Patching behaviour is also influenced based on the nature of the vulnerabilities (e.g. higher impact 
vulnerabilities are patched more quickly), software type (e.g. open source software is generally patched 
faster than propriety software), and the type of update through which the vulnerability is patched (e.g. 
security patches are more quickly deployed than feature updates).140 Vulnerabilities that affect multiple 
vendors are typically also patched more quickly than single vendor vulnerabilities.141 

However, research from the University of North Carolina at Charlotte has also shown that patching 
behaviour can be influenced by regulations and vulnerability disclosure programmes in order to promote 
more socially desirable outcomes.142 In general, the disclosure of vulnerabilities accelerates remediation 
work and release of appropriate patches. Vulnerability disclosure through a trusted partner, such as 
CERT/CC, may further speed up patching behaviour, highlighting the importance of the reputation of the 
disclosure coordinator.143 

Within CVD or bug bounty programmes, organisations also have to make decisions of whether or not to 
publish a particular vulnerability publicly after it has been remediated. Organisations may want to publish 
information about the vulnerability to: 

 Showcase the competence, communication and vulnerability disclosure good practice that the 
organisation performs to. 

 Give back to the community, share lessons identified and incentivise further participation in 
vulnerability disclosure. 
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 Showcase accountability (i.e. that organisation is a responsible security actor that listens to the 
community and remediates valid vulnerability reports) and build trust in the vulnerability 
disclosure landscape (as to avoid an information security ‘tragedy of the commons’.144 

Organisations may however also choose not to disclose reported vulnerabilities publicly due to perceived 
security risks associated with public disclosure (e.g. that disclosure could reveal sensitive business practices 
or technical details that could enable other types of attacks). The ability to disclose vulnerabilities publicly 
may also be hampered by the regulatory or legislative environment of the organisation (e.g. companies 
operating in the financial sector).145 Decisions are to not disclose remediated vulnerabilities publicly are 
perceived to be more common in private bug bounty programmes compared to other forms of 
vulnerability disclosure (see also discussion in Section 4.5.1). 

4.4.2 Governments may take on several different roles in the vulnerability disclosure process, which 
affects its incentives and considerations  
Governments are multifaceted actors in the vulnerability disclosure process and may perform several 
roles, including the role of finder, vendor/vulnerability owner, vulnerability coordinator, or those 
responsible for vulnerability stockpiling.  

Governments may engage in vulnerability disclosure in a number of ways: 

 As a vulnerability coordinator or programme owner, where a trusted government entity operates 
a responsible disclosure programme in which researchers can report vulnerabilities identified in 
government applications, networks of services.146 Between 2017 and 2018, the Centre for 
European Policy Studies (CEPS) coordinated a Task Force on Software Vulnerability Disclosure in 
Europe that conducted work to help define guidelines to harmonise CVD processes in Europe.147 
The CEPS Task Force found that only three European countries have an established CVD process in 
place at the national level148; however, a number of countries are in the process of establishing a 
CVD policy.149 In addition to operating a national CVD policy, governments can also sponsor semi-
independent organisations to perform CVD, either on behalf of the government or for wider 
society.150 Government organisations may also run vulnerability disclosure or bug bounty 
programmes in order to safeguard its own applications, networks or services.151 

 As a vulnerability finder, where government organisations engage in security research or security 
testing and identify vulnerabilities, which can be done through regular and ongoing information 
security work or through dedicated efforts to identify vulnerabilities for national security purposes 
(see discussion below). 
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 As a vulnerability buyer or keeper, where a government actor within defence, national security or 
the intelligence services identifies or receives vulnerabilities that are subsequently not publicly 
disclosed or else are subject to delayed disclosure due to national security interests.  

One of the key issues in recent years relates to governments engaging in vulnerability research and/or 
non-disclosure of vulnerabilities for national security purposes, particularly for intelligence activities or for 
offensive cyber capabilities.152 On the one hand, if a government finds or receives information about a 
vulnerability, it can choose to keep it secret and, as such, theoretically gain a competitive military, 
intelligence or economic advantage over its adversaries (who may not yet know about the vulnerability). 
The equity may enable the government to execute its mission more efficiently or achieve additional effects 
through its cyber capabilities.153 On the other hand, if a government chooses not to disclose the 
vulnerability to vendors, it may have significant wider effects on overall security. This is particularly 
relevant if the vulnerability affects multiple vendors or if it has severe potential impacts on individuals, 
organisations or society, if exploited. An example of the possible impacts of non-disclosure can be seen in 
the EternalBlue case study featured in Chapter 5.154  

Non-disclosure of vulnerabilities for national security purposes presents a particular challenge due to the 
nature of vulnerabilities, particularly the zero-day variety, which may incentivise stockpiling rather than 
responsible disclosure. Research from the RAND Corporation has shown that zero-day vulnerabilities enjoy 
a relatively long shelf-life (i.e. they can be actively exploited for an average of seven years) and a low 
probability of discovery by another party.155 Previous research that used a game-theoretic model of state 
behaviour – in which states had to choose between mutual protection (i.e. responsible vulnerability 
disclosure) and offence at risk (i.e. keeping the vulnerability secret) – also illustrated that states were 
rewarded for pursuing offensive strategies.156 

Part of this challenge stems from a lack of clarity or consistency as to how a government will decide 
whether a vulnerability is severe enough to warrant disclosure or not. The United States has implemented 
the ‘Vulnerabilities Equities Policy and Process’ (VEP) in order to facilitate this process and ensure 
adequate levels of transparency and oversight in relation to how these decisions are made.157 There has 
also been a discussion about the feasibility of implementing similar disclosure review processes in Europe 
(what CEPS refer to as government disclosure decisions processes (GDDP)).158  

Governments also influence the vulnerability disclosure landscape in their role as enactors and 
implementers of legislation, regulation and policy.159 Governments can advocate and regulate 
organisations in order to implement CVD policies – either by mandating their use or by sharing information 
or good practice in order to build awareness. The findings of the CEPS Task Force highlight the important 
role that governments can play in terms of leading by example through the implementation of government 

                                                           

152 Delcheva & Soesanto (2018). 
153 Ablon & Bogart (2017). 
154 EternalBlue is an exploit of a number of vulnerabilities allegedly discovered and kept secret by the US National 
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CVD policies at the national level.160 However, while government involvement in CVD is crucial, one of its 
primary tasks should be to explicitly take a step back and re-affirm that CVD is ultimately a process 
between security researchers and vendors (and if required, a coordinator).161 This is also the approach 
adopted by the Dutch government in its CVD guidelines, which overtly states that the CVD process is 
primarily a matter for organisations and reporting parties (and not the government). However, the 
guidelines also make it clear that the National Cyber Security Centre can assist in a disclosure process if 
requested, particularly in sharing information on the vulnerability with its constituency in order to limit 
further security risks arising from the vulnerability.162 

 Structural considerations and incentives 
In addition to the contextual economic factors of information security discussed in Chapter 2, the 
economics of vulnerability disclosure is also influenced by a number of structural factors. As noted in the 
previous sections of this chapter, behaviour in vulnerability disclosure can be influenced by individual or 
organisational considerations and incentives, which in turn can be affected by structural elements of the 
wider disclosure landscape. These structural considerations may include legislation related to vulnerability 
disclosure, regulation of vulnerability disclosure or vulnerability markets, and liability mechanisms such as 
cyber insurance.163 

4.5.1 Legislation plays a central role in the vulnerability disclosure landscape 
In the context of this study, legislation refers typically to laws passed by a national, regional or 
supranational legislature. These laws seek to interpret the needs of modern information society and 
balance these with the need for security and liability, which could, for example, relate to restricting 
vulnerability information, limiting liability for software or hardware errors, preventing the reverse 
engineering of software, or exporting sensitive technologies.164 There is typically no legislation specific to 
vulnerability disclosure, but there are many types of legislation that have direct effects on behaviour in the 
vulnerability disclosure process, particularly legislation related to unauthorised access to computer 
systems and networks.165 Legislation that clearly outlines what is legally admissible to do as part of a 
vulnerability identification process may put security researchers at ease, allowing them to undertake 
vulnerability finding activities without risking legal action. In contrast, overly restrictive or misaligned 
legislation may, in turn, have chilling effects on vulnerability disclosure and result in fewer security 
researchers engaging in vulnerability identification and disclosure.166 

Given the risks of malicious actors exploiting undiscovered vulnerabilities in European applications, 
networks and services, there may be a need for an appropriate legal framework that enables the discovery 
of vulnerabilities under explicitly agreed circumstances. As noted in Section 4.3.2, security researchers 
often quote legal jeopardy as one of the reasons not to engage in vulnerability disclosure, and many 
current legal solutions – including contracts between security researchers and programme owners – may 
put unnecessary legal risk on the individual researchers.  

The CEPS Task Force report on CVD features an extensive discussion of how vulnerability disclosure is 
addressed in a number of European jurisdictions, as well as at the European Union level (including criminal 
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law, data protection law, and other regulatory issues such as copyright, trade secrets, patents, trademarks 
and export control regulation).167 The recommendations put forward in the CEPS Task Force include to 
amend Directive 2013/40/EU on attacks against information systems (the ‘EU cybercrime Directive’), to 
support CVD, as well as to consider CVD in the implementation of the Directive on security of network 
information systems (NIS Directive), the General Data Protection Regulation (GDPR) and other national 
legislative and non-legislative activities.168 The CEPS Task Force also recognises the importance of legal 
safeguards for researchers (safe harbour) to ensure that the legal liability and responsibilities of security 
researchers are clarified to enable them to perform their work without fear of prosecution.169  

One of the commonly discussed issues concerning legal regimes for CVD is whether or not to make CVD 
policies mandatory for vendors. On the one hand, a legal requirement would increase vendor uptake of 
CVD policies and facilitate the reporting and remediation of discovered vulnerabilities. On the other hand, 
mandatory CVD policies could also result in adverse effects on the vulnerability disclosure ecosystem. As 
highlighted in Section 4.4, effective CVD requires appropriate levels of organisational and technical 
maturity within vendors to be able to receive, understand and respond to reported possible vulnerabilities. 
The adoption of CVD policies by less mature organisations due to legal requirements could therefore lead 
to negative disclosure experiences where vulnerabilities are reported but not followed up or resolved, or 
finders are met by uncommunicative or hostile vendors, which may lead to researchers being discouraged 
to participate in CVD processes.170 

4.5.2 Regulation and liability can provide structure to the vulnerability disclosure process and 
incentivise desired behaviours 
Regulation can be issued at the governmental or organisational level, for example by an organisation that 
operates a vulnerability market. Regulation exists in several forms, including market regulation and liability 
regimes.  

Proponents of regulated vulnerability markets argue that such markets may bring several benefits, 
including increased incentives for security researchers to identify and responsibly disclose vulnerabilities, 
as well as increased opportunities to patch and remediate vulnerabilities before they are made public.171 
One study has also found that the use of regulated vulnerability markets delays the onset and reduces the 
impact of attacks utilising a given vulnerability, and decreases the risk of first attack and the overall volume 
of attacks using that vulnerability.172 

However, vulnerability markets, particularly unregulated ones, may also result in negative incentives or 
outcomes, including that: 

 More identified and disclosed vulnerabilities may lead to less security and an increase in security 
incidents and attacks.173 

 The introduction of private sector intermediaries in the vulnerability disclosure process may result 
in additional complexity or loss of trust between finders and vendors.174 
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 Actors may be more incentivised to develop products or services with vulnerabilities in order to 
sell these in vulnerability markets or be more incentivised to leak information to make their 
services or markets more valuable.175 

The existence of different types of vulnerability markets therefore influences behaviour within the 
vulnerability disclosure process and may incentivise different actors to act in a certain way. Regulated 
markets may have more transparent results, particularly in relation to socially beneficial outcomes and 
positive incentives, but further research evaluating their performance and effects is required. 

Ensuring the security of increasingly connected and complex systems will require vendors and operators to 
engage in holistic and thorough security practices, of which vulnerability disclosure plays an important 
part. Regulators and governments should consider if vendors will enact these practices without 
intervention or if additional incentives are required. Liability regimes can take many different forms but 
typically refer to legal or regulatory measures to hold vendors or other parties that make products or 
services available in a market accountable for costs or damages incurred by those products or services. 
Liability incentives can, as such, help incentivise more secure systems by offering reduced liability for 
compliant systems or increased liability levels for insecure systems (or systems that do not comply with 
CVD good practice), thus reducing the presence of externalities in the information security market. 

If vendors are held financially liable for damages incurred by vulnerabilities in their products and services, 
the vendor would, in theory, be more incentivised to proactively engage in CVD or bug bounty 
programmes in order to identify and remediate vulnerabilities before they are exploited. In other words, 
liability regimes could help correct some of the externalities present in the information security market, as 
discussed in Chapter 3. However, effective use of liability regimes and mitigation of moral hazards require 
clear connections between the vulnerability and the measurable harm caused by its exploitation, which are 
not always straightforward to make especially in a complex supply chain. In theory, liability regimes could 
also improve the speed and quality of patches, as vendors would seek to avoid the exploitation of 
vulnerabilities.176 Liability regimes may become increasingly important in relation to cyber-physical and IoT 
systems that will be in operation, and therefore will have to be kept secure, for long periods of time. If 
there is a third-party system embedded in a car that is produced and sold today, it is unclear who would be 
responsible for identifying, reporting and resolving vulnerabilities in that system for the next 20 to 30 
years.177  

In the context of reporting vulnerabilities, liability can also be extended to the finder or reporter of the 
vulnerability. As discussed in Section 4.3.2, it is important to ensure legal safeguards for security 
researchers participating in CVD to prevent them from being blamed or held liable for vulnerabilities or 
their exploitation. There is pre-existing EU regulation that could be used as inspiration for CVD specific 
legal and regulatory safeguards for CVD and bug bounty programmes. The EU regulation on reporting, 
analysis and follow-up of occurrences in civil aviation seeks to prevent organisations to use reported 
vulnerability information against the reporter without granting immunity to reporters in case of gross 
negligence, willful violations and destructive acts. Similar regulation could feasibly be used to ensure legal 
safeguards for CVD and to promote participation in CVD and bug bounty programmes. 

Box 1 EU Regulation on reporting of occurrences in civil aviation: Article 15: Confidentiality and appropriate use of information 
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2) Without prejudice to the provisions relating to the protection of safety information in Articles 
12, 14 and 15 of Regulation (EU) No 996/2010, information derived from occurrence reports 
shall be used only for the purpose for which it has been collected. Member States, the Agency 
and organisations shall not make available or use the information on occurrences: 

(a) in order to attribute blame or liability; or 

(b) for any purpose other than the maintenance or improvement of aviation safety. 

4) Member States shall ensure that their competent authorities referred to in Article 6(3) and 
their competent authorities for the administration of justice cooperate with each other through 
advance administrative arrangements. These advance administrative arrangements shall seek to 
ensure the correct balance between the need for proper administration of justice, on the one 
hand, and the necessary continued availability of safety information, on the other. 

Source: Adapted from Peeters (2017)/Regulation (EU) 376/2014 on the reporting, analysis and follow-up of 
occurrences in civil aviation. 

4.5.3 Insurance represents another type of structural incentive that can influence behaviour 
Another structural lever that can influence the vulnerability disclosure process is insurance. Insurance is 
typically used to address issues that cannot be reasonably mitigated by security measures due to its 
complexity or associated costs. Cyber insurance is a relatively new application of this principle and typically 
refers to insurance policies designed to address first- and third-party losses due to cyber attacks or 
incidents (due to malicious actions, malfunction or errors).178 

Despite substantial growth in the cyber insurance market,179 much of the academic literature in this field 
remains theoretical in nature.180 While empirical analysis of the effects of cyber insurance is lacking, the 
theoretical literature illustrates that the level of provision of cyber insurance very much interacts with 
other economic factors of information security. One framework shows that cyber insurance comprises five 
factors: the networked environment (e.g. network effects and externalities), supply and demand-side 
factors (e.g. risk aversion, utility functions of firms, and the competitive insurance landscape), the 
information structure (e.g. adverse selection and moral hazards), and the organisational environment (e.g. 
regulatory incentives).181 

In addition to its interaction with the economic factors of information security, cyber insurance can also 
influence behaviour in the vulnerability disclosure process. Cyber insurance could contribute to either: 

 Improved vulnerability disclosure (and security), if the development and adoption of structured 
vulnerability disclosure processes or programmes are mandated by insurance companies and 
placed as a requirement for coverage, positive social benefits can be expected. This is particularly 
true in the case of continued growth of the cyber insurance market and the utilisation of cyber 
insurance as one part of a proactive security strategy by firms.  

 Reduced overall security. Risk management is often perceived as a trade-off between investing in 
sufficient security controls to reduce the average loss of a security incident and insuring against 
the loss. This means that if cyber insurance is cheap, firms may be less incentivised to provide 
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adequate information security controls to protect against losses.182 Firms would therefore 
indirectly place the cost of security on the insurers, rather than bearing it themselves, which could 
reduce the overall security of the information security market. Equally, if insurance is costly, firms 
may be incentivised to further invest in information security controls rather than to rely on 
insurance or to drive down the cost of their premiums.183 The price and coverage of cyber 
insurance may therefore have direct implications for the vulnerability disclosure process. 

However, research into cyber insurance and vulnerability disclosure is limited. Further empirical studies 
are needed to better understand the effects that cyber insurance has on vulnerability disclosure and the 
ways in which insurance may influence the behaviour of different actors in a vulnerability disclosure 
process. 

 Normative considerations and incentives  
Normative considerations such as voluntary standards, good practice and norms can also influence 
behaviour in the vulnerability disclosure process. As previously noted, individual ethics or expectations of 
behaviour may guide finders in the vulnerability process and, similarly, industry ethics or norms may act as 
structural incentives for the behaviour of other agents in the vulnerability disclosure process. Professional 
codes of conduct such as the IEEE Code of Ethics,184 and corporate initiatives such as the Cybersecurity 
Tech Accord,185 which promote responsible behaviour in cyberspace, may incentivise positive behaviour 
across the information security market. 

Another element that can help incentive positive behaviour across the vulnerability disclosure landscape is 
the development and implementation of good practice, standardised processes and standards. These 
factors are not typically considered the primary drivers of behaviour, they may nevertheless facilitate 
shared understanding, contribute to capacity building and highlight the importance of responsible 
vulnerability disclosure to a wider audience of relevant actors. Standards such as ‘ISO/IEC 29147: 
Vulnerability disclosure’ and ‘ISO/IEC 30111: Vulnerability handling processes’ provide authoritative 
reference documents for vulnerability disclosure, while good practice documents from reputable actors 
such as the CERT Coordination Center (CERT/CC) ‘CERT Guide to Coordinated Vulnerability Disclosure’ and 
the Forum of Incident Response and Security Teams (FIRST) ‘Guidelines and Practices for Multi-Party 
Vulnerability Coordination and Disclosure’186 may help set expectations about behaviour in the 
vulnerability disclosure process. Standardisation of vulnerability disclosure language and adoption of 
voluntary standards may also help reduce the information burden on researchers and organisations, 
increase awareness and reduce transaction costs. 

Additionally, recognition of the importance of vulnerability disclosure processes in other information 
security-related standards or frameworks may further incentivise organisations to implement and operate 
vulnerability disclosure processes. For example, the inclusion of vulnerability disclosure processes in the US 
National Institute of Standards and Technology (NIST) Framework for Improving Critical Infrastructure 
Cybersecurity may influence the uptake and use of vulnerability disclosure across US federal authorities.187 
In Europe, a number of initiatives have also highlighted the important role of vulnerability disclosure, 
including the recognition from the European Council who ‘welcome[d] the call to acknowledge the 
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important role of third party security researchers in discovering vulnerabilities in existing products and 
services and call[ed] upon Member States to share best practices for coordinated vulnerability 
disclosure’.188 Active support to CVD from European Institutions can also be seen in the European 
Commission’s EU-Free and Open Source Software Auditing Community (EU-FOSSA) programme, which 
includes a bug bounty programme for vulnerabilities in open source software.189 Government and other 
institutions can therefore contribute to awareness and profile-raising for CVD issues, as well as act as 
advocates for not-for-profit and other CVD actors. 

 Emerging trends in vulnerability disclosure  
Vulnerability disclosure actors may adjust their behaviour in accordance with the type of vulnerability 
disclosure process that is undertaken; a CVD process and a bug bounty disclosure process may not be 
realised in the same way. In recent years, the prevalence and participation in bug bounty programmes 
have increased dramatically. Since their inception during 2012–2013, BugCrowd and HackerOne have 
together attracted thousands of organisations, tens of thousands of security researchers, have responded 
to over hundred thousand vulnerabilities and paid out tens of millions in bug bounties.190  

The growth in bug bounty programmes and the bug bounty economy has impacted the vulnerability 
disclosure landscape in a number of ways. The increased use of bug bounty programmes has helped to 
raise awareness of vulnerability disclosure and perhaps contributed to a ‘normalisation’ of vulnerability 
disclosure – where an increasing number of organisations pro-actively engage with the security 
community. It has also increased and perhaps improved the interaction between the security community 
and vendors, fostering a mutual understanding between the two groups.191 It is also evident that the 
growth of bug bounty programmes has resulted in more money being paid to security researchers for 
identifying and responsibly reporting vulnerabilities.192 The increased monetary presence of these types of 
programmes may also work to inspire a new generation of information security professionals, which could 
help address the prominent shortage of suitably qualified and experienced professionals globally.193 

Bug bounty pay-outs can also help improve the understanding of the dynamics between regulated and 
black markets, particularly in relation to prices of vulnerability information or exploits. Whereas certain 
bug bounty programmes pay out significant bounties (>US$10,000), the average bounty is considerably 
lower. Some platforms, such as Bugcrowd, provide practical guidance on how to approach vulnerability 
and bounty pricing. The ‘Defensive Vulnerability Pricing Model’ is based on two aspects: organisational 
maturity and vulnerability priority (i.e. its technical and business impact). There are three levels of 
organisational maturity (Basic, Progressing and Advanced) that interrelate with five vulnerability severity 
levels, as illustrated in Table 4.1.194 

Table 4.1 Bugcrowd’s Defensive Vulnerability Pricing Model 

                                                           

188 European Council (2017). 
189 EU-FOSSA is managed by the European Commission's Directorate General of Informatics (DIGIT) and implements 
the European Parliament's Pilot Project ‘Governance and quality of software code – Auditing of free and open source 
software’. See https://joinup.ec.europa.eu/collection/eu-fossa-2 (As of 31 October 2018). 
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193 The 2017 Global Information Security Workforce Study projects a shortage of 1.8 m information security 
professionals globally by 2022 (GISWS 2017). 
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https://joinup.ec.europa.eu/collection/eu-fossa-2


Economics of vulnerability disclosure 
   December 2018 

 
 
 
 

47 

 BASIC PROGRESSING ADVANCED 

Pay-out range US$100–1,500 US$200–5,000 US$300–15,000 

Average bug pay-out $300 $600 $1000 

P1 $1,500 $5,000 $15,000 

P2 $900 $1,800 $2,500 

P3 $300 $600 $900 

P4 $100 $200 $300 

Source: Bugcrowd (n.d.). 

In addition to this type of practical guidance, organisations may also examine comparative organisations to 
understand vulnerability bounty levels.195 This particularly applies to mature organisations that wish to 
market their bug bounty programmes in order to attract and retain top security researcher talent.196 

Compared to grey or black markets, these bug bounty levels may seem low. Previous research from the 
RAND Corporation has shown that prominent zero-day vulnerability exploits can be sold for around 
US$30,000–50,000 on the black market, and for as much as US$50,000–300,000 in the grey or government 
markets.197 Beyond zero-day exploits, general exploit kits are typically available on the black market for a 
few thousand USD.198 However, developed exploits, particularly for zero-day vulnerabilities, will always be 
more costly than comparable vulnerability information disclosed through bug bounty programmes. In 
general, for any vulnerability market, the associated cost or reward level is assessed in relation to a 
number of factors: anticipated impact, ease of discovery, and frequency of vulnerabilities in the particular 
product.199 The main differentiator between defensive cyber security and offensive cyber security 
activities, pricing is in essence that for the first case the aim is to effectively kill the vulnerability (i.e. to 
develop and implement an appropriate remediation measure), whereas in the second case, the aim is to 
actively exploit the vulnerability (thereby generating mission and lifecycle value).200  

Lastly, bug bounty programmes are actively giving back to the community in terms of information sharing, 
capacity building and training.201 These types of activities can help improve the security researcher 
community over time and also assist newer researchers in meeting the requirements of modern CVD (e.g. 
communication skills), as well as contribute to the wellbeing of the wider information security ecosystem. 

However, there are also several concerns about how the prominence of bug bounty programmes may 
affect the information security and vulnerability disclosure environments. Bug bounty programmes may 
have limited practical security impact as most programmes are aimed at solving seemingly low-level or 
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common vulnerabilities (e.g. cross-site scripting vulnerabilities202 or SQL injections203) in non-critical 
systems (e.g. public-facing websites, web applications, etc.).204 One of the underlying rationales for bug 
bounty programmes (i.e. to attract members of the wider security researcher community to identify 
vulnerabilities) also presents practical limitations to which applications, systems and services that can be 
made available for testing in a semi-public setting.205 This means that a significant portion of bug bounty 
activity is spent solving already well-known and perhaps not so critical vulnerabilities, rather than solving 
more serious and structural issues in the current ICT ecosystem.206  

An increased uptake of bug bounty programmes may also have spillover effects on the wider information 
security research environment, as bug bounty programmes only pay out bounties to the finders (and not 
to other researchers who may have enabled the discovery). 207 Bug bounty platforms are also economic 
actors in their own right, and that may enact less than socially optimal decisions driven by their own 
business incentives. 208 Most significantly, bug bounties may result in less participation in non-paid CVD 
programmes if researchers are increasingly demanding or expecting monetary rewards for reporting 
security vulnerabilities or if bug bounties are predominantly operated as private programmes.209 In a 
worst-case scenario, private bug bounty programmes could impose overly strict vendor terms and non-
disclosure agreements that gives vendors complete control of the disclosure process, which could prevent 
further public or coordinated disclosure (even if a vulnerability is present elsewhere or have wider supply-
chain implications).210 

In the context of the European Union, it is also worth noting that the most prominent bug bounty 
platforms, which attract the most organisations and the top research talent, are based in the United States 
and may therefore provide limited value to Europe. There may be economic, legal, and other benefits to 
CVD adoption in Europe if there were prominent European alternatives to these US platforms.211 This 
would enable European security researchers to participate in European CVD programmes and also help 
improve the European information security talent pool. 

                                                           

202 Cross-site scripting, often abbreviated as XSS, is a type of vulnerability generally found in web applications that 
enables attackers to inject client-side scripts into web pages accessed by other users. See 
https://www.owasp.org/index.php/Cross-site_Scripting_(XSS) (As of 31 October 2018). 
203 SQL injections allow an attacker to introduce (or ‘inject’) code into a vulnerable SQL data-management 
applications and change the course of execution. A successful SQL injection exploit could enable an attacker to read 
sensitive data from a database, modify database data or execute administration operations. See 
https://www.owasp.org/index.php/SQL_Injection (As of 31 October 2018). 
204 Interview 3. 
205 Some of these may be circumvented through the use of private bug bounty programmes but social good of private 
bug bounty programmes may also be marginal. 
206 For example, over 70% of surveyed researchers active on HackerOne stated that their preferred product or 
platform to hack is websites. Some 28% of researcher preferred searching for XSS vulnerabilities, followed by SQL 
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including BountyFactory (https://bountyfactory.io) and Intigriti (https://www.intigriti.com) (As of 31 October 2018). 
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 On reflection 
Vulnerabilities in software and hardware are common, persistent and have the potential to cause 
significant societal harm. Vulnerability disclosure is a complex process that often involves multiple actors, 
particularly when a coordinated disclosure process is pursued or the vulnerability affects multiple vendors. 
Vulnerability disclosure also takes place in an information security market that is subject to unique 
dynamics and influencing factors, which often produce incentives or behaviour that reduces security or 
increases the presence of vulnerabilities. The information security market has direct effects on how actors 
behave in the vulnerability disclosure process and may shape both the vulnerability disclosure process and 
its potential outcomes. 

It is clear that the behaviour of actors within vulnerability disclosure is influenced by individual and 
organisational economic considerations of incentives, which may be complementary or conflicting. An 
overview of how these factors feature in a CVD process is illustrated in Figure 4.3. 

Figure 4.3 Economic incentives, motivations and barriers in a CVD process 

 

Some of these incentives may result in positive behaviour that produces net welfare gains in the 
information security market, whereas other incentives may drive negative or destructive behaviour. Both 
organisations and individuals also face barriers to participation in vulnerability disclosure, including 
barriers related to awareness, communication and legislation or regulation. While economic incentives and 
motivations may different between different actor groups, and within individual actor groups, vulnerability 
disclosure cannot take place without the presence of at least finders and vendors. The vulnerability 
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disclosure landscape can therefore be conceptualised as an ecosystem that flourishes in the presence of 
mutually beneficial economic incentives and motivations.  

However, even in the presence of undesirable incentives there may be opportunities to affect behaviour 
using different incentives or levers. Structural levers, such as legislation or regulation, can be important 
policy tools to influence the behaviour of different vulnerability disclosure actors to achieve socially 
desirable security outcomes. Legislation and regulation may help offset some of the negative 
consequences of the economic features of the information security market, as discussed in Chapter 3; 
increased liability for vendors may reduce externalities; better information and labelling of product 
security may reduce information asymmetries between users and vendors; and improved legal frameworks 
may reduce liability shifting between actors. 

Chapter 3 and Chapter 4 have illustrated some of the relationships between the economics of the 
information security market, the economic incentives and motivations of vulnerability disclosure actors, 
and other factors that influence vulnerability disclosure including regulation, legislation and normative 
issues. The prevalence of economics in vulnerability disclosure emphasises the importance of a well-
developed understanding of the economic aspects of vulnerability disclosure and how they may influence 
different processes. However, as noted in Chapter 4, there are currently research gaps in certain areas of 
the research field that may impede a full understanding of the economics of vulnerability disclosure. The 
identified research gaps are expanded upon in Section 6.2. 

The preceding chapters have predominantly focused on academic or theoretical explorations of the 
economics of vulnerability disclosure, but it also necessary to empirically illustrate the economics of 
vulnerability disclosure. As such, Chapter 5 comprises two case studies of recently disclosed high-profile 
vulnerabilities and examines how their disclosure processes were carried out in practice, in addition to 
what economic considerations and incentives were present in those disclosure processes.  
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5. Vulnerability case studies 

To illustrate how vulnerability disclosure takes place in practice and how economic considerations and 
incentives may influence it, this chapter presents two case studies of recently disclosed vulnerabilities: 
Meltdown/Spectre and EternalBlue. The case studies were chosen due to their prominence, as well as the 
fact that they represent both software and hardware vulnerabilities and are examples of responsible 
disclosure and non-disclosure. 

For each of the two case studies, the analysis covers the nature of the vulnerability, the disclosure process 
and the aftermath and impact of the disclosure, particularly in relation to the economics of vulnerability 
disclosure. 

 Meltdown and Spectre 
Meltdown and Spectre are two separate but closely related vulnerabilities discovered in 2017. In contrast 
to many recently disclosed and published high-profile vulnerabilities, Meltdown and Spectre were both 
vulnerabilities in hardware rather than software.  

Modern processors work by performing what is known as speculative execution, which means that they try 
to guess ahead and execute commands before knowing whether these commands are correct or not. 212 By 
taking advantage of this process, the Meltdown and Spectre vulnerabilities are capable of causing the CPU 
to do speculative execution of code, while timing memory accesses to infer what has or has not been 
cached, to disclose the contents of memory.213 Meltdown works by ‘melting’ the security mechanism in 
place, preventing random user programmes from accessing system memory.214 Spectre misleads 
applications into purposefully opening various locations in their memory and is commonly perceived to be 
the more sinister of the two.215  

5.1.1 Meltdown and Spectre were discovered by three security teams working independently of each 
other 
Meltdown was independently discovered by three separate teams: Jann Horn from Google Project Zero; 
Werner Haas and Thomas Prescher from Cyberus Technology; and Daniel Gruss, Moritz Lipp, Stefan 
Mangard and Michael Schwarz from the Graz University of Technology. Spectre was independently 
discovered by two different groups: Jann Horn from Google Project Zero; and another group comprised of 
Paul Kocher, Daniel Genkin from the University of Pennsylvania and the University of Maryland, Mike 
Hamburg from Rambus, Moritz Lipp from Graz University of Technology and Yuval Yarom from the 
University of Adelaide and Data61. As such, all but one finder represented an academic institution (Jann 
Horn being from the private sector vulnerability research initiative ‘Project Zero’, a part of Google). The 
academic finders were in part funded by public research grants and other financial support, including from 

                                                           

212 There are actually a total of five variants of the Meltdown/Spectre vulnerability: Variant 1: Bounds Check Bypass – 
CVE-2017-5753; Variant 2: Branch Target Injection – CVE-2017-5715; Variant 3: Rogue Data Cache Load – CVE-2017-
5754; Variant 3a: Rogue System Register Read – CVE-2018-3640; and Variant 4: Speculative Store Bypass – CVE-2018-
3639. For additional details, see https://www.us-cert.gov/ncas/alerts/TA18-004A (As of 31 October 2018). 
213 Bright (2018). 
214 Lipp et al. (2018). 
215 Kocher et al. (2018). 
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the European Research Council, the US National Science Foundation (NSF) and the US Defense Advanced 
Research Project Agency (DARPA).216 

Surprisingly, the teams reported the vulnerability within months of one another – an amazing coincidence 
considering the chips have contained the flaw since the 1990s. By the time the Graz University researchers 
informed Intel in June 2017, the chip-makers had already been made aware of the issue on three separate 
recent occasions.217  

5.1.2 The disclosure process highlights the complexity in multivendor CVD 
Success in multivendor coordination requires both a technical understanding of the vulnerability at hand 
and an understanding of human communication and behaviour, as well as economic incentives and 
motivations at play.218 This is particularly true if there is a technically complex vulnerability or challenging 
vendor or supply chain implication; or in the case of Meltdown and Spectre, a combination of both.  

Complex supply chains make it more challenging to understand the impact the vulnerability may have 
across the supply chain and contribute to confusion as to who is ultimately responsible for coordinating, 
communicating and eventually remediating the vulnerability. Vulnerabilities can affect two types of supply 
chains: vertical and horizontal. In a vertical supply chain, a vulnerability may manifest itself across the 
supply chain as multiple products share a dependency on a vulnerable library or component. This would 
require the owner of the library or component issuing a patch and other actors in the supply chain 
implementing it for their products or services, which often leads to cascading effects where significant 
groups of users are left vulnerable while they await a patch from their particular product or service. In a 
horizontal supply chain, the same vulnerability could be found in multiple different products from different 
vendors due to vulnerabilities stemming from underspecified protocols, design flaws, etc. While these 
types of vulnerabilities are rare, they typically require significant resources to coordinate and mitigate, as 
multiple vendors have to develop patches for their implementations, as well as coordinate and mitigate 
effects in the downstream vertical supply chains.219  

In the case of Meltdown and Spectre, there were both horizontal and vertical supply chain implications, 
and identifying optimal disclosure timing for all parties was challenging. The coordination process also 
highlighted the difficulty in deciding which vendors across the supply chains should be part of the 
coordination process, and be informed in an advance or simply notified at the point of disclosure. Google 
Project Zero typically invokes a 90-days disclosure period for identified vulnerabilities.220 However, due to 
the technical complexity and perceived impact of the vulnerabilities, Project Zero invoked an 
‘extraordinary circumstances’ clause for Meltdown and Spectre variants 1-3, effectively extending the 
disclosure period to several months.221  

                                                           

216 In detail, the work was supported by the European Research Council (ERC) under the European Union’s Horizon 
2020 research and innovation programme (grant agreement No 681402), NSF awards #1514261 and #1652259, 
financial assistance award 70NANB15H328 from the US Department of Commerce, National Institute of Standards 
and Technology, the 2017–2018 Rothschild Postdoctoral Fellowship, and the Defense Advanced Research Project 
Agency (DARPA) under Contract #FA8650-16-C-7622. 
217 Greenberg (2018). 
218 In multivendor CVD, the technical details of the vulnerability may therefore dictate what the response should be, 
while social behaviour largely dictate how that response is realised. See Householder et al. (2017).  
219 Householder et al. (2017). 
220 See https://googleprojectzero.blogspot.com/2015/02/feedback-and-data-driven-updates-to.html (As of 31 
October 2018). 
221 Interview 11. 

https://googleprojectzero.blogspot.com/2015/02/feedback-and-data-driven-updates-to.html
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A select number of vendors affected by Spectre were initially notified on 1 June 2017, with subsequent 
details on Meltdown coming in July.222 This initial group of vendors comprised major chip manufacturers 
Intel, AMD and ARM. The planned disclosure date for the two vulnerabilities was originally 7 January 2018, 
more than six months after the initial vulnerability report. 

However, there were several hints of the vulnerabilities before Meltdown and Spectre were publicly 
disclosed, and critics argued that the multivendor coordination process broke down, as well as criticised 
the finders for leaving out key actors in the coordination process. Amazon, Google and Microsoft all issued 
patch notices before public disclosure, which hinted at the vulnerability, and a discussion on a Linux kernel 
email list prompted further discussion of the possible existence of a severe, yet undisclosed, vulnerability. 
Seven days before planned public disclosure, online news website The Register published a story on an 
‘Intel processor design flaw’, ultimately leading the embargo to be lifted just a day later.223 On 3 January 
2018, the vulnerabilities were publicly disclosed, accompanied by a significant media presence, complete 
with a dedicated website, marketable abbreviations, logos, and associated Q&A and press material.224 

The aftermath of the disclosure process also gained political attention, with US lawmakers questioning why 
certain vendors and organisations were left out of the disclosure process, as well as expressed geopolitical 
concerns on that Intel informed Chinese companies, including computer maker Lenovo, of the 
vulnerabilities before notifying CERT/CC or the US government.225 

5.1.3 Meltdown and Spectre have had an extensive impact on manufacturers due to remediation 
costs rather than attack costs 
As the vulnerability exists at the physical architecture stage, most important chip makers, including ARM, 
Intel and AMD, have been affected, meaning the vast majority of the world’s laptops, desktops and 
smartphones are at risk from the two vulnerabilities.226 Since the flaw was found to be so widely 
distributed, one of the finders, Daniel Grass, described it as, ‘probably one of the worst CPU bugs ever 
found’.227 Meltdown and Spectre also show the networked, interlinked nature of modern computing 
supply chains. However, the actually reported impacts due to exploitation have been limited and the 
economic consequences have so far mainly related to additional costs in developing, rolling out and 
implementing remediation measures. Nevertheless, this does not exclude the possibility of exploitation 
being uncovered in the future. 

Further complications arose immediately after public disclosure and, since the disclosure timeline shifted 
to the left, many vendors were not fully prepared. Reports showed that some antivirus systems were 
caught off guard, inadvertently stopping the vendor patches from being deployed. Other patches rolled 
out had to be stopped mid-deployment after crashing machines.228 Intel was perceived to handle the 
public disclosure poorly, initially downplaying the seriousness of the vulnerability and issuing a patch that 
was ill-received by the community. Linux creator Linus Torvalds even went as far as describing the first 

                                                           

222 Gibbs (2018a). 
223 See Brandom (2018) for a more extensive discussion of the Meltdown and Spectre disclosure process. 
224 See https://meltdownattack.com/ (As of 31 October 2018). 
225 Hay Newman (2018). 
226 Coldewey (2018a). 
227 Gibbs (2018b). 
228 Brandom (2018). 
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patch as ‘complete and utter garbage’.229 After repeatedly committing to the quality of the initial patch, 
Intel then privately advised a select group to not to use the first patch without disclosing this to the public, 
which the company later did. As a result, Intel’s shares fell nine per cent within the space of a week.230 
Additionally, Intel’s CEO was accused of selling millions of dollars’ worth of stock, between becoming 
aware of the vulnerabilities and public disclosure. Since disclosure, over 35 lawsuits have been initiated in 
relation to Intel’s handling of the disclosure process.231 However, Intel is not the only manufacturer that 
has faced criticism there are other companies as well that have suffered for both inadequate patches and 
reputational damages.  

The consequences of the coordination process and difficulties in the initial patch deployment could have 
had significant downstream effects; businesses may incur higher costs since hardware will be less 
powerful, slower and need replacing sooner. Some reports claimed performance losses of as much as 30 
per cent as a result of initial patching.232 These costs are, however, difficult to quantify and, given the 
complexity of the vulnerability and the associated supply chain complexity, credit is due for vendors who 
were quick to deploy patches and mitigate any possible exploitation of the vulnerabilities. 

5.1.4 The discovery of Meltdown and Spectre highlights the importance of investing in long-term 
security research  
Beyond issues related to the disclosure process and its potential economic impacts, the Meltdown and 
Spectre also highlighted the importance and economic value of long-term and, oftentimes, fundamental 
security research. While CVD and bug bounty programmes may incentivise researchers to identify and 
report vulnerabilities in applications and services, they are less likely to identify complex and fundamental 
security vulnerabilities that require significant resources and technical skills to uncover.  

All of the researchers who identified and ultimately disclosed Meltdown and Spectre received financial or 
organisational support to conduct their research. In the case of the academic researchers, their research 
was supported by their host institutions and European or American research grants. Jann Horn was 
enabled by Google Project Zero, whose mission is to seek to make the creation of software exploits more 
difficult and make zero-day exploits more costly.233 

CVD thus plays an important part in the modern computing ecosystem, but it cannot be the only part; 
efforts must be made to develop more secure systems from start (i.e. ‘secure by design’) and to identify 
and mitigate current vulnerabilities in underlying infrastructure or enabling technologies that are unlikely 
to be mitigated by simply having a CVD policy or running a bug bounty programme. 

  

                                                           

229 Coldewey (2018b). 
230 Financial Times (2018).  
231 https://www.businessinsider.com/intel-ceo-krzanich-sold-shares-after-company-was-informed-of-chip-flaw-2018-
1 
232 The Wharton School of the University of Pennsylvania (2018). 
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 EternalBlue 
EternalBlue is a software vulnerability originally identified by the US National Security Agency (NSA), which 
was leaked to the public in 2017 by a hacker group known as ‘The Shadow Brokers’. In contrast to 
Meltdown and Spectre, EternalBlue has been widely exploited and has incurred significant economic and 
societal costs. 

EternalBlue is a vulnerability related to how the Windows Server Message Block (SMB) server handles 
particular requests. SMB is a networking protocol that is used for managing shared data between 
processes or providing shared access to services such as file storage, printers, and serial ports.234 If 
successfully exploited, EternalBlue could enable a malicious actor to remotely execute arbitrary code on 
the target system.235  

5.2.1 Discovery and disclosure of EternalBlue represents a non-disclosure process 
In contrast to Meltdown and Spectre, EternalBlue was not subject to responsible disclosure. Rather, it was 
allegedly identified by the NSA and leaked to the public in April 2017.  

The EternalBlue vulnerability was part of a larger NSA framework called ‘FuzzBunch’, which was designed 
to configure, deliver and execute exploits – much like the popular penetration testing framework 
‘Metasploit’.236 EternalBlue, FuzzBunch and other custom-built NSA cyber capabilities were stolen from the 
NSA by The Shadow Brokers and subsequently leaked to the public in segments between August 2016 and 
April 2017.237 The EternalBlue vulnerability and associated exploit were leaked by The Shadow Brokers as 
part of their fifth leak, which they labelled ‘Lost in Translation’ on 14 April 2017.  

The initial release of the NSA-associated tools was announced by The Shadow Brokers in August 2016 in 
the form of an auction where the compromised data would be sold to the highest bidder through payment 
in the Bitcoin cryptocurrency.238 The group emphasised that they were not seeking fame but rather a 
financial gain, and made several subsequent public posts in order to increase interest in purchasing the 
tools. The group further switched to direct sales due to limited engagement with the auction before 
announcing that they would stop posting publicly and delete their associated accounts due to the high risk 
involved.239 

There is a suspicion that the NSA may have informed Microsoft of what vulnerabilities and tools ‘The 
Shadow Brokers’ stole once the leak was confirmed as legitimate. Microsoft issued an urgent security 
patch (MS17-010) that featured remediation measures for several of the SMB vulnerabilities exploited by 
EternalBlue and other leaked tools in March 2017, a full month before EternalBlue was leaked to the 
public.240 NSA may have done so in order to limit the potential impact of the leaked vulnerability, but this 
has not been confirmed by the Agency.  

                                                           

234 Microsoft (2018).  
235 Execution of arbitrary code would allow the malicious actor to run programs or take control over the target device, 
which is one of the most significant effects that can be achieved through the exploitation of a vulnerability. 
236 See https://www.metasploit.com/ (As of 31 October 2018). 
237 Sanger (2016).   
238 The Shadow Brokers (2016).  
239 The full post history of The Shadow Brokers can be viewed at https://steemit.com/@theshadowbrokers (As of 31 
October 2018). 
240 Cimpanu (2018). 
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The initial disclosure of the NSA tools resulted in widespread concern within the US intelligence 
community since it was unclear who The Shadow Brokers were and how they had retrieved such top-
secret material. The NSA also did not know the full scope of the breach, or which tools, techniques or 
vulnerabilities may have been compromised. ‘The Shadow Brokers’ also showed deep operational 
understanding about how the NSA worked, particularly in relation to the Tailored Access Operations (TAO) 
unit, one of its most elite units tasked with infiltrating high-profile targets.241 This prompted concern at the 
presence of an insider within the NSA responsible for the leaks. 

Reports in November 2017 made it clear that despite a wide-ranging, fifteen-month investigation by the 
NSA’s counterintelligence unit and the Federal Bureau of Investigation (FBI), the NSA still does not seem to 
have confirmed how The Shadow Brokers gained access to their data. Three NSA employees have been 
arrested on suspicion of removing classified files since 2015, but none of them has been confirmed to be 
associated with The Shadow Brokers. There are allegations that The Shadow Brokers were directed and 
sponsored by Russian state institutions, but this has not been validated either.242 

5.2.2 EternalBlue had significant and wide-ranging global implications  
The Shadow Brokers disclosure has been perceived by many as being more harmful to US intelligence than 
the leak and publication of classified material by Edward Snowden in 2013.243 First impressions of the 
leaked tools signalled that this was one of the most profound disclosures of vulnerabilities and exploits so 
far, particularly coming from a nation-state’s intelligence service. However, many of the vulnerabilities 
were old and affected software and products that had since been upgraded or subject to new versions. 
This led to the view that organisations that followed information security good practice were unlikely to be 
affected, thereby considerably limiting the potential impact of the leaks.244 Nevertheless, EternalBlue 
resulted in some of the most costly and destructive attacks and exploits in recent history. It also showcases 
the risk of moral hazard that may materialise in government disclosure decisions processes (GDDP), where 
decisions to not publicly disclose a vulnerability are made on national security grounds while subsequent 
costs of exploitation of that vulnerability are borne elsewhere. 

Since the leak in April 2017, the EternalBlue vulnerability has been exploited by a number of different 
malware, including the fileless ransomware ‘UIWIX’, the SMB worm ‘EternalRocks’, the cryptocurrency 
mining malware ‘Adylkuzz’, and, most prominently, the ‘WannaCry’245 and ‘Petya’/’NotPetya’ 
ransomware.246 In addition to EternalBlue, WannaCry also used the backdoor ‘DoublePulsar’ to propagate, 
which was another tool leaked by The Shadow Brokers. WannaCry infected over 300,000 computers in 
over 150 countries and is thought to have caused more than US$8 bn in damages.247 It is widely believed 
that North Korea was behind the WannaCry attack, and Australia, Canada, New Zealand, the United 
Kingdom and the United States have all issued formal allegations against the North Korean government.248    

The EternalBlue vulnerability was also used in the Petya ransomware and the associated destructive 
version NotPetya. While Petya performed similar functions as WannaCry, NotPetya only superficially 

                                                           

241 Sanger (2016).   
242 Shane et al. (2017). 
243 Shane et al. (2017). 
244 Goodin (2017). 
245 WannaCry is a type of malware in the ransomware family that at the point of infection on a target machine 
encrypts user files, making them inaccessible, and demands a ransom payment in Bitcoin in order to decrypt them.  
246 Sanchez (2017), Sood & Hurley (2017). 
247 IBM X-Force (2018). 
248 BBC News (2017). 
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functioned as a ransomware and, instead, had much more destructive capabilities. Whereas a traditional 
ransomware allows for the decryption of files once a ransom has been paid, NotPetya also included 
functionality to permanently corrupt or destroy data.  

The disclosure of EternalBlue has also led to further development of the vulnerability and associated 
exploits. There is now a publicly available version of EternalBlue that affects SMBv1 server deployments 
across a wide range of Windows versions, including Windows 7, 8 and 10.249 This additional functionality 
allows for broader use and may enable new versions of malware for many different purposes, ranging from 
low-level crypto-mining operations to state-sponsored espionage or cyber attacks.250 Despite the 
availability of security patches, there are still almost a million vulnerable Windows systems with exposed 
SMB services openly accessible through the Internet.251 

5.2.3 The EternalBlue disclosure highlights the profound importance of responsible disclosure 
The EternalBlue leak and subsequent attacks utilising the vulnerability have highlighted a number of 
important considerations. First, it highlights the important role that major technology vendors play in the 
event of significant security incidents. The speed at which major vendors develop and roll out appropriate 
remediation measures can have direct effects on limiting the impact and costs of attacks. Second, it also 
highlights the inability or lack of incentives for users to monitor security developments and apply 
appropriate security updates or patches – even when faced with significant threats. Many systems still 
remain vulnerable, even more than a year after initial patch release from Microsoft.  

Third, it inadvertently reaffirms the importance of CVD and GDDP. The EternalBlue vulnerability enabled some of 

the most costly and destructive cyber attacks in recent history and could, in theory, have been avoided if it had 

been subjected to a CVD process or a more transparent GDDP process. The EternalBlue disclosure also highlights 

the challenging role that nation-states and governments play in the vulnerability disclosure landscape, and the 

significant consequences that non-disclosure can have if the vulnerability is leaked or stolen. The NSA claims that is 

has shared more than 90 per cent of vulnerabilities it has identified with the appropriate vendors, but this is 

difficult to verify without access to classified NSA data.252 But in the light of EternalBlue, even the leak of any of the 

remaining 10 per cent may present such a significant threat of global harm that it may warrant further discussion 

of the ethics and responsibilities involved in the stockpiling of vulnerabilities, and the trade-offs involved with 

other social benefits (e.g. improved counterterrorism outcomes) pursued by intelligence agencies in doing so. 

Exactly what criteria a vulnerability must fulfil to be kept secret for national security purposes is still subject to 

ongoing debate. Nevertheless, the questions outlined in the 2017 US Government Vulnerabilities Equities Policy 

and Process (VEP), as shown in   

                                                           

249 EternalBlue can now affect Microsoft Windows Vista SP2; Windows Server 2008 SP2 and R2 SP1; Windows 7 SP1; 
Windows 8.1; Windows Server 2012 Gold and R2; Windows RT 8.1; Windows 10 Gold, 1511, and 1607; and Windows 
Server 2016. 
250 Cimpanu (2018). 
251 According to a Shodan search for services running on port 445 with authentication disabled (June 2018). 
252 Menn (2018). 



Economics of vulnerability disclosure 
   December 2018 

 
 
 
 

58 

Table 5.1, may provide helpful guidance to what considerations could be made. 
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Table 5.1 Example equity considerations for GDDP from the US Government VEP  

CONSIDERATION EXAMPLE QUESTIONS 

Part 1: Defensive equity considerations 

1.A. Threat considerations  Where is the product used? How widely is it used?  

1.B. Vulnerability 
considerations 

 Is exploitation of this vulnerability alone sufficient to cause harm? 
How likely is it that threat actors will discover this vulnerability? 

1.C. Impact considerations 
 How severe is the vulnerability? What are the potential consequences 

of exploitation of this vulnerability? 

1.D. Mitigation considerations 
 If a patch is released, how likely is it to be applied to vulnerable 

systems? How soon? What percentage of vulnerable systems will 
remain unpatched for more than a year after patch release? 

Part 2 – Intelligence, law enforcement and operational equity considerations 

2.A. Operational value 
considerations 

 Can this vulnerability be exploited to support intelligence collection, 
cyber operations or law enforcement evidence collection? 

2.B. Operational impact 
considerations 

 Does exploitation of this vulnerability provide specialised operational 
value against cyber threat actors or their operations? Do alternative 
means exist to realize the operational benefits of exploiting this 
vulnerability? 

Part 3 – Commercial equity 
considerations 

 If United States Government (USG) knowledge of this vulnerability 
were to be revealed, what risks could that pose for USG relationships 
with industry? 

Part 4 – International 
partnership equity 
considerations 

 If USG knowledge of this vulnerability were to be revealed, what risks 
could that pose for USG international relations? 

Source: United States Government (2017). 

 On reflection 
The Meltdown/Spectre and EternalBlue vulnerability disclosures illustrate the extent of modern society’s 
dependence on computers and connectivity. The two case studies also highlight the fragility of this 
ecosystem, where widely used applications, systems and enabling technologies can contain significant and 
exploitable vulnerabilities capable of causing significant economic and other societal harm. Both case 
studies further underline the interconnected nature of the global ICT supply chain in which vulnerabilities 
are found both horizontally and vertically – increasing the demands on coordinators’ and vendors’ abilities 
to perform multivendor CVD.  The Meltdown and Spectre case study also highlights the liability issues 
present in the modern computing market. While software updates and patches may provide partial 
protection from the vulnerabilities, full protection is likely to require the replacement of vulnerable 
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hardware. The wide-spread replacement of CPUs will incur significant costs to users, which is unlikely to be 
borne by the chip manufacturers.253  

While Meltdown and Spectre certainly presented a unique challenge to the chip-making industry and its 
dependencies, it is cannot be discarded that other vulnerabilities with possible wide-ranging implications 
can be discovered in other segments of the computing industry in the near future. Considering the growth 
in the number of deployed CPUs and the growth of Internet-enabled IoT devices and other cyber-physical 
systems, it is most likely simply a matter of time before another vulnerability with systemic impact 
potential materialises.  

As seen in both the case studies, the vulnerability disclosure ecosystem is still evolving and maturing, 
particularly in relation to complex multivendor CVD and GDDPs. Many of the key aspects of multivendor 
CVD remain open, including how to decide which vendors to involve in the process and when, how far 
down the supply chain the coordination process should extend to, as well as if and which government 
agencies should be involved in the process.  

Lastly, it is clear that the potential impacts that vulnerabilities can impose on society, whether responsibly 
disclosed or not, shows that the economics of vulnerabilities extend far beyond just vulnerability 
disclosure. The examination of the societal costs for information and network security must therefore also 
be approached comprehensively and holistically in order to incentivise an environment that promotes the 
secure development of software, hardware and services that also is capable of identifying, reporting and 
mitigating vulnerabilities that materialise.  
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6. Summary and key findings 

 Summary 
This study set out to explore the economic parameters and incentives across the different actors within 
the vulnerability disclosure lifecycle in order to help improve vulnerability disclosure processes and 
programmes. Chapter 2 presented the different actors and processes within vulnerability disclosure and 
discussed how they may engage with each other through the different vulnerability disclosure processes. 
Chapter 3 further illustrated that vulnerability disclosure takes place in a wider computing and information 
security ecosystem whose unique economic structures and incentives have direct economic effects on 
vulnerability disclosure. This extends to both the structure and parameters of the market for information 
security as well as the nature of software and hardware vulnerabilities. This wider ecosystem is also 
subject to continuous change driven by technological development to which vulnerability disclosure must 
adapt and respond to. In the coming years, there will be a continued increase in deployment of cyber-
physical and IoT systems of relatively poor security where exploitable vulnerabilities could result in 
significant societal harm.  

Chapter 4 examined the behaviour and incentives at the individual, organisational and structural level in 
the vulnerability disclosure ecosystem in further detail. It is clear that economic incentives play a key role 
in vulnerability disclosure across all actors and processes, regardless of what type of vulnerability 
disclosure process is ultimately pursued. This emphasises the importance of a well-developed 
understanding of what the economic parameters in vulnerability disclosure are and how they may 
influence different processes. Chapter 4 also highlighted that many of the behaviours and incentives in 
vulnerability disclosure are affected by both negative and positive external factors, emphasising that 
behaviour in vulnerability disclosure can be influenced and changed through different mechanisms.  

Chapter 5 featured two case studies of recently disclosed high-profile vulnerabilities and illustrated how 
vulnerability disclosure may take place in practice and how economic parameters or incentives may be 
realised. The two case studies highlighted the diversity found in vulnerability disclosure and illustrated the 
distinct, and potentially grave, differences between a CVD and a non-disclosure process. While both case 
studies showed the costs that vulnerabilities can incur, they also illustrated the cost savings that 
responsible disclosure can realise by reducing the exploitation of identified vulnerabilities. The Meltdown 
and Spectre case study also showed the significant resources that are needed to conduct a CVD process for 
complex vulnerabilities with wide-ranging supply chain consequences, as well as the significant effort 
needed to develop and roll out patches for such vulnerabilities. Lastly, both case studies emphasised the 
liability challenges present in vulnerability disclosure and information security, where there is still 
uncertainty as to how and to what extent the vulnerability identifier (NSA in the case of EternalBlue) or 
vulnerability owner (the chip makers in the case of Meltdown and Spectre) can be held accountable for 
costs incurred by other parties. 

 Key findings 
Overall, the study has a produced a number of key findings. First and foremost, the study shows the 
importance that vulnerability disclosure, and predominantly CVD, plays in modern society. As witnessed in 
the case of EternalBlue, vulnerabilities in widely used software and hardware can cause immense societal 
harm across the globe and it is necessary to have processes in place to adequately identify, report, receive, 
triage and mitigate vulnerabilities. As the potential risk is so severe, vendors that develop or manufacture 
products or services for the Internet or the global ICT ecosystem may no longer have the choice to not 
have the ability to receive good-faith vulnerability reports from the community. In the modern computing 



Economics of vulnerability disclosure 
   December 2018 

 
 
 
 

62 

ecosystem, everybody will have vulnerabilities, so being able to receive them and respond to them is what 
ultimately matters most. Similarly, national governments should adopt a CVD policy and begin a discussion 
of how to best approach a government disclosure decisions process. 

The study findings also emphasises the importance of approaching vulnerability disclosure as an 
ecosystem. CVD requires a finder and a vendor (and sometimes a coordinator), and the success of a CVD 
process rests on the relationships between these actors. All actors involved in vulnerability disclosure 
should therefore recognise the importance of setting up and running mutually beneficial structures that 
enables effective and efficient CVD to take place. Awareness raising and capacity building across all actor 
groups are key enablers for this to happen and for actors to understand the economic incentives and 
behaviour of other parties involved in CVD. Providing actors with resources, good practice and voluntary 
standards are also important tools to consider in promoting mutually beneficial and standardised 
behaviour. Communication skills are also critically important in CVD; finders and vendors alike must be 
able to constructively engage with each other in a timely fashion and in a shared language that both 
parties understand. This type of ecosystem thinking also extends to how finders are treated by vendors 
and coordinators. Most prominently, there are opportunities to improve finder wellbeing and the overall 
CVD ecosystem by ensuring safe harbour practices and legal safeguards for security researchers working to 
identify and report vulnerabilities. 

However, the study has also reaffirmed that the economics of vulnerability disclosure is an emerging area 
of research. Much of the evidence cited in this report is anecdotal or theoretical and there is a clear need 
for additional empirical data and statistically relevant, longitudinal research in a number of areas, 
including:  

 The motivations of finders, particularly extending beyond bug bounty programmes. CVD 
programmes are a fundamental component of modern information security and it is important to 
have a clear understanding of why certain security researchers work to identify and report 
vulnerabilities, even in the absence of financial compensation.  

 How to better quantify the cost of the exploitation of vulnerabilities to inform discussions on 
liability, insurance and other structural levers (to inform liability, insurance, etc.). It is currently 
challenging to show the correlation between poor security practices or non-existent vulnerability 
disclosure processes and societal harm caused by the exploitation of vulnerabilities. 

 The cost of implementing and running vulnerability disclosure programmes to help organisations 
make better informed decisions about security investments and trade-offs between different 
types of security interventions. Some organisations may be better suited to running a particular 
type of vulnerability disclosure programme, whereas other organisations are not yet ready to 
implement any vulnerability disclosure intervention.  

 Quantification of security gains through vulnerability disclosure to better understand the value 
that vulnerability disclosure programme bring (i.e. are they a worthwhile security investment?). 
This could also help in building businesses cases for CVD adoption that could be used to show less 
mature organisations the value of having a CVD policy or programme.   

 The cost of developing and implementing patches to understand the economic costs associated 
with vulnerabilities beyond costs accrued due to their exploitation. This would entail an 
examination of the complexity, time and resources required to develop patches for different types 
of vulnerabilities, as well as an exploration what costs organisations incur in the roll out and 
implementation of different types of patches for different types of software and hardware. 
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A well-developed understanding of all of the incentives and economic parameters mentioned above is 
crucial to develop appropriate CVD programmes and in order to not over- or under-incentivise any 
segments of vulnerability disclosure market.  

Finally, vendors and other organisations should be mindful of the difference between CVD, bug bounties 
and other information security interventions. Most organisations should consider implementing a CVD 
process, and some may want to consider a bug bounty programme, but not at the cost of other 
information security interventions in the development and testing stage (e.g. code audits, penetration 
testing, vulnerability assessments, etc.). CVD and bug bounty programmes also typically only identify 
possible vulnerabilities in systems and services once they are live and operational. Continuous efforts 
should also be made in improving the quality and security of software and hardware throughout the 
development lifecycle so as to reduce the number of vulnerabilities in deployment.  

Lastly, while CVD and bug bounty programmes may be able to identify certain types of vulnerabilities, they 
are unlikely to identify larger structural issues present in modern computing systems. Governments, 
academic instructions and private organisations should therefore keep investing in long-term security 
research in both academic and private sector settings in order to identify and mitigate fundamental 
weaknesses such as design flaws or protocol vulnerabilities.  
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